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The California Strong Motion Instrumentation Program (CSMIP), a program within the 
California Geological Survey (CGS) of the California Department of Conservation, records the 
strong shaking of the ground and structures during earthquakes for analysis and utilization by the 
engineering and seismology communities, through a statewide network of strong motion 
instruments (www.conservation.ca.gov/CGS/smip).  CSMIP is advised by the Strong Motion 
Instrumentation Advisory Committee (SMIAC), a committee of the California Seismic Safety 
Commission.  Major program funding is provided by an assessment on construction costs for 
building permits issued by cities and counties in California, with additional funding from the 
California Governor’s Office of Emergency Services (Cal OES), the California Department of 
Health Care Access and Information (HCAI) and the California Department of Transportation 
(Caltrans). 
 
In July 2001, Cal OES began funding for the California Integrated Seismic Network (CISN), a 
newly formed consortium of institutions engaged in statewide earthquake monitoring that grew 
out of TriNet, funded by FEMA, and included CGS, USGS, Caltech and UC Berkeley.  The 
goals of CISN are to record and rapidly communicate ground shaking information in California, 
and to analyze the data for the improvement of seismic codes and standards (www.cisn.org).  
CISN produces ShakeMaps of ground shaking, based on shaking recorded by stations in the 
network, within minutes following an earthquake.  The ShakeMap identifies areas of greatest 
ground shaking for use by Cal OES and other emergency response agencies in the event of a 
damaging earthquake. 
 
The Center for Engineering Strong Motion Data (CESMD) is operated by the CSMIP in 
cooperation with the National Strong-Motion Project (NSMP), a part of the Advanced National 
Seismic System (ANSS) of the U.S. Geological Survey (USGS).  The CESMD builds on and 
incorporates the CISN Engineering Data Center and will continue to serve the California region 
while expanding to serve other ANSS regions.  The Data Center provides strong-motion data 
rapidly after a significant earthquake in the United States.  Users also have direct access to data 
from previous earthquakes and detailed information about the instrumented structures and sites.  
The CESMD also provides access to the U.S. and international strong ground motion records 
through its Virtual Data Center (VDC). The Data Center is co-hosted by CGS and USGS at 
www.strongmotioncenter.org 
 
 
 
 DISCLAIMER 
 
Neither the sponsoring nor supporting agencies assume responsibility for the accuracy of the 
information presented in this report or for the opinions expressed herein.  The material presented 
in this publication should not be used or relied upon for any specific application without 
competent examination and verification of its accuracy, suitability, and applicability by qualified 
professionals.  Users of information from this publication assume all liability arising from such 
use. 
 

http://www.conservation.ca.gov/CGS/smip
http://www.strongmotioncenter.org/
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PREFACE 
 
 The California Strong Motion Instrumentation Program (CSMIP) in the California 
Geological Survey of the California Department of Conservation established a Data 
Interpretation Project in 1989.  Each year CSMIP funds several data interpretation contracts for 
the analysis and utilization of strong-motion data.  The primary objectives of the Data 
Interpretation Project are to further the understanding of strong ground shaking and the response 
of structures, and to increase the utilization of strong-motion data in improving post-earthquake 
response, seismic code provisions and design practices. 

 As part of the Data Interpretation Project, CSMIP holds annual seminars to transfer 
recent research findings on strong-motion data to practicing seismic design professionals, earth 
scientists and post-earthquake response personnel.  The purpose of the annual seminar is to 
provide information that will be useful immediately in seismic design practice and post-
earthquake response, and in the longer term, useful in the improvement of seismic design codes 
and practices.  Proceedings and individual papers for each of the previous annual seminars are 
available at http://www.conservation.ca.gov/cgs/smip/seminar in PDF format.  Due to State 
budget constraints, CSMIP did not hold an annual seminar in 2010 or 2011.  The SMIP23 
Seminar is the thirty-second in this series of annual seminars. 

 The SMIP23 Seminar is divided into two sessions in the morning and two sessions in the 
afternoon.  There are seven presentations in total; six are on the results of CSMIP-funded 
projects.  The sessions in the morning include four presentations.  The first session will focus on 
structural response topics.  Professor Mosalam of UC Berkeley will present on the use of neural 
networks in structural response prediction.  He will be followed by a presentation from Professor 
Bernal of Northeastern University on inherent damping of structures during nonlinear seismic 
response.  The second session will include presentations on both structural and lifeline response 
topics.  Professor Tsampras of UC San Diego will present on diaphragm seismic design 
provisions and higher-mode responses of buildings.  He will be followed by a presentation from 
Professor Athanasopoulos-Zekkos of UC Berkeley on dynamic response parameters of earth 
dams. 

 The sessions in the afternoon include three presentations.  The third session will focus on 
ground response topics.  Professor Olsen of San Diego State University will present on the near-
surface seismic structure of the SCEC Community Velocity Model.  He will be followed by a 
presentation from Professor Stewart of UC Los Angeles on the useability of ground motions 
recorded by the Community Seismic Network.  The last session will focus on the 2023 Turkey 
earthquake sequence.  Professor Akciz of Cal State Fullerton, Professor Moss of Cal Poly San 
Luis Obispo, Dr. Hortacsu of the Applied Technology Council and Dr. Buckreis of UC Los 
Angeles will present on the seismological and faulting, geotechnical engineering, structural 
engineering, and strong motion data aspects of the earthquake sequence, respectively.  Individual 
papers and the proceedings are available for download by the SMIP23 participants at the 
provided link and will be available at the CSMIP website in the future. 

 Daniel Swensen 
 CSMIP Data Interpretation Project Manager 
 

http://www.conservation.ca.gov/cgs/smip/seminar
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STRUCTURAL RESPONSE PREDICTION USING DEEP NEURAL NETWORKS 

Selim Günay1, Issac Kwok-Tai Pang2, and Khalid M. Mosalam3 

University of California, Berkeley 

Abstract 
 

This paper presents a methodology to obtain the time history of the structural response 
using the Temporal Convolutional Network, a deep learning method. The presented 
methodology, in conjunction with sensor data from instrumented buildings, facilitates the 
prediction of the response in future earthquakes without the need for a structural analysis model. 
In this way, a computationally effective complement, or even alternative, to standard nonlinear 
time history analysis is possible. The applications of the developed method for different cases, 
including available number of records, buildings with higher mode effects, and linear and 
nonlinear response, are explored using accelerometer data from buildings instrumented by the 
California Strong Motion Instrumentation Program. Fundamental concepts of structural response 
and structural dynamics are used to guide the development of the training datasets and to explain 
the predictions. Furthermore, interpretation of the results is presented using earthquake 
engineering concepts. 

Introduction 
 

There are three fundamental methods used to determine the dynamic response of 
structures, namely, (a) installing sensors on real structures, (b) testing physical models of the 
structures in the laboratory, and (c) analyzing the numerical models of structures using 
computational methods. Among these methods, the first is the most realistic as it is based on the 
measurements from the real structures. However, there is scarcity of instrumented real 
structures. Laboratory testing also provides realistic information when the tests are conducted on 
accurate physical models of the entire structure or its components. Drawbacks of this method are 
time, cost, and laboratory space constraints. Based on the accuracy of the employed 
mathematical assumptions, the third method is relatively less realistic compared to the first two. 
However, it is the most common and convenient approach because of the availability of the 
many computational platforms to conduct the analysis.  

 
This paper aims at developing a methodology to obtain the time history of the structural 

response using a deep learning approach, namely the Temporal Convolutional Network (TCN). 
When the developed methodology is adopted in conjunction with sensor data from instrumented 

 
1Researcher, selimgunay@berkeley.edu. 
2PhD Student, issac.pang@berkeley.edu. 
3Taisei Professor of Civil Engineering & PEER Director, corresponding author, mosalam@berkeley.edu. 

mailto:selimgunay@berkeley.edu
mailto:issac.pang@berkeley.edu
mailto:mosalam@berkeley.edu
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buildings, it can facilitate the prediction of the response in future earthquakes without the need 
for a structural analysis model. In this way, the proposed methodology can complement or even 
provide a computationally effective alternative to nonlinear time history analysis. The 
applications of the developed method are presented to assess the minimum number of records 
for accurate training, and to study buildings with linear and nonlinear response and higher mode 
effects. In all applications, accelerometer data from buildings instrumented by the California 
Strong Motion Instrumentation Program (CSMIP) are used. 

 
There has been a limited number of studies in the literature to predict the structural 

response using deep learning. Some of these studies focused on predicting only the peak 
response (Zhong et al., 2023). Although the peak response is important in design, assessment, 
and Performance-Based Earthquake Engineering (PBEE), the entire response history provides a 
more complete description of the structural behavior. One particular use of the entire response 
history is detection of the existence, severity, and location of damage in Structural Health 
Monitoring (SHM), where the peak response is generally insufficient for this purpose (Muin and 
Mosalam, 2017, 2018; Park and Ang, 1985, Park et al., 1985). Considering the importance of 
predicting the entire response history, there has been a few studies focused on predicting the 
entire response using machine learning (e.g., Chen et al., 2023; Zhang et al., 2019; Kundu and 
Chakraborty, 2020; Li and Spence, 2020). These studies focused on either a structural 
component or a single instrumented building and have not provided detailed physical 
explanations of the data-driven predictions. This paper applies the developed methodology to 
several instrumented buildings with different characteristics and attempts to explain the results 
using concepts of structural dynamics. Furthermore, interpretation of the results is presented 
using earthquake engineering concepts. 

 
Following this introduction, the paper provides a brief overview of the adopted TCN, 

followed by an explanation of the metrics used to assess the accuracy of the predictions. 
Subsequently, the paper discusses the linear response predictions of instrumented mid-rise 
buildings governed by the fundamental mode of response and a tall building with higher mode 
effects. This is followed by investigating the nonlinear response predictions. Finally, conclusions 
and future studies are discussed. 

 
Temporal Convolutional Network 

 
The TCN was proposed by Lea et al. (2017) and is a powerful and innovative deep 

learning architecture designed for processing sequential data, particularly for time-series analysis 
and natural language processing tasks. TCNs are built upon the Convolutional Neural Networks 
(CNNs) but they can be adapted to model temporal dependencies in sequential data, making 
them suitable for tasks which require understanding patterns and trends over time. TCNs employ 
a stack of one-dimensional convolutional layers to efficiently learn dependencies across different 
time steps. This design allows TCNs to utilize parallel computing, which makes them efficient 
and fast to train. TCNs have gained popularity due to their ability to capture long-range 
dependencies in sequential data without suffering from the vanishing gradient problem often 
encountered by other deep learning methods, like Recurrent Neural Networks (RNNs). They 
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have been successfully applied in various domains, such as natural language processing, speech 
recognition, and sensor data analysis.  

 
Accuracy Evaluation Metrics 

 
The metrics used for evaluating the accuracy of the predictions of the adopted TCN are: 

1) correlation coefficient, 2) probability distribution of the errors, 3) errors in the peak response, 
4) frequency contents of the response (obtained from the response spectrum or the Fourier 
amplitude spectrum), and 5) Cumulative Absolute Velocity (CAV). The first two metrics are 
statistical parameters, where the correlation coefficient and the error at time step i are defined 
with Equations 1 and 2, respectively. As discussed earlier, the peak response is commonly used 
in design, assessment, and PBEE. Therefore, it needs to be predicted accurately. The third metric 
focuses on the accuracy of the prediction of the peak response (Equation 3). Comparisons of the 
frequency contents of the true and predicted responses provide fundamental insights into how the 
predictions can be improved, e.g., if the dominant frequency in the response is not captured 
properly, this indicates that the natural frequencies of the building are not “learned” properly by 
the TCN providing guidance on how to improve the predictions, as discussed later. Finally, CAV 
(Equation 4) is shown to be a reliable indicator of damage (Muin and Mosalam, 2017), which 
needs to be predicted accurately for any consequent detection of damage from the predicted 
response using SHM. 

 

𝜌𝜌 =
∑ �𝑦𝑦𝑖𝑖
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𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝−𝑦𝑦�𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝�𝑖𝑖=𝑛𝑛
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𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖 = 𝑦𝑦𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟−𝑦𝑦𝑖𝑖
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     (2) 

 

𝑒𝑒𝑒𝑒𝑒𝑒_𝑝𝑝𝑒𝑒𝑝𝑝𝑝𝑝𝑖𝑖 =
max �𝑦𝑦𝑖𝑖

𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝�−max �𝑦𝑦𝑖𝑖
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   (3) 

where, 𝑦𝑦𝑖𝑖𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 and 𝑦𝑦𝑖𝑖
𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝 are respectively the true and predicted responses at time step i, 𝑦𝑦�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 

and 𝑦𝑦�𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝 are the mean values of the true and predicted responses, respectively, n is the 
number of time steps, and max indicates the peak response.  
 

𝐶𝐶𝐶𝐶𝐶𝐶(𝑇𝑇) = ∫ |�̈�𝑢(𝑡𝑡)|𝑑𝑑𝑡𝑡𝑝𝑝=𝑇𝑇
𝑝𝑝=0           (4) 

where T is the current time at which CAV is computed (typically it is the entire duration of the 
time series) and �̈�𝑢(𝑡𝑡) is the response acceleration at a given time t. 
 
 
 
 



SMIP23 Seminar Proceedings 

4 
 

Linear Elastic Response Prediction of Low and Mid-Rise Buildings 
 
Single Degree of Freedom (SDOF) Numerical Model 

For verification of the developed TCN model and its implementation, the displacement 
and acceleration responses of a linear elastic SDOF system are predicted and compared with the 
actual computed results. For this purpose, a SDOF system is considered with a period of 0.41 sec 
and damping ratio of 2.35% and is trained using 11 motions and tested using 7 motions. The 
chosen period and damping ratio are those identified for the San Bernardino 6-story hotel in the 
NS direction, which is discussed next. The motions used for training and testing are the recorded 
ground and response accelerations of the same hotel building. Using the metrics discussed 
earlier, both displacement and acceleration predictions are very accurate with a correlation 
coefficient of 99.99% over the 7 tested motions, verifying the implementation of the TCN 
method. The predicted acceleration and displacement time histories are compared with the 
computed ones (referred to as real) for one of the test motions (Fontana Earthquake of 25 July 
2015) in Figure 1, along with the comparison of the frequency contents, showing a very close 
match. 
 

  
(a) (b) 

  
(c) (d) 

Figure 1. Comparison of predicted and computed (a) acceleration time history, (b) frequency 
content from acceleration, (c) displacement time history, and (d) frequency content from 
displacement, for the linear elastic SDOF system in one of the test motions (Fontana Earthquake 
of 25 July 2015). 
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The response of an elastic SDOF system subjected to ground motions depends only on: (a) 
the natural period of the SDOF system, (b) the damping ratio of the SDOF system, and (c) the 
applied ground motion, which are considered as the three features to be learned by the TCN for 
subsequent predictions (Table 1). The highly accurate predictions of the SDOF system indicate 
that the TCN model is successful in learning the period and the damping ratio (Features 1 and 2, 
respectively, in Table 1) and the training model has enough variety of the ground motions for the 
model to learn the response of this system when subjected to different excitations (Feature 3 in 
Table 1). 
 

Table 1. Features that characterize the earthquake response of different structural systems. 
System Feature 1 Feature 2 Feature 3 
Linear Elastic SDOF  Natural period Damping ratio 

Ground motion 

Low and Mid-rise 
Buildings Linear Elastic First mode period Varying first mode 

damping ratios 
Tall Buildings Linear 
Elastic 

Multiple modes 
periods  

Multiple modes 
damping ratios 

Low and Mid-rise 
Buildings Nonlinear 

First mode period 
elongation 

Varying first mode 
damping ratios 

 
6-Story Reinforced Concrete (RC) Hotel Building in San Bernardino 

After this fundamental step of demonstrating that the implemented TCN model is 
successful in predicting the response history of an elastic SDOF system numerical model, 
predictions are performed for the linear elastic response of two instrumented CSMIP buildings 
(Figure 2). The first is a 6-story RC Shear Wall (RCSW) hotel building in San Bernardino, 
California, designed in 1970. This building is instrumented with 9 accelerometers, three on each 
of the 1st, 3rd, and 6th (roof) floors, and has recorded multiple seismic events from 1987 to 
2018. The EW and NS direction responses of this building are studied in this section for the 
linear response and in a later section for the nonlinear response. In the EW direction, Channel 1 
on the 1st floor is used as input, and Channels 4 and 7, on the 3rd floor and roof, respectively, are 
used as outputs. It is noted that the 1st floor boundary conditions are fixed. Therefore, Channel 1 
directly represents the ground motion input to the structure. There are a total of 26 events 
recorded by this station, where records 1 to 11 and records 12 to 18 are respectively used for 
training and testing, Table 2, which lists the Peak Ground Acceleration (PGA) and Peak Floor 
Acceleration (PFA) for the EW and NS directions. As shown in Figure 3, the motions used in the 
training set cover the entire range of shaking levels recorded on this building. It is possible to use 
another Intensity Measure (IM) to define the horizontal axis of this figure, however the PGA is 
used for simplicity as the objective is not to use the IM for quantitative damage detection or 
other purposes, but it is rather to characterize the training and testing set motions on a plot with 
experienced shaking levels. As discussed later, 11 motions were sufficient for predicting accurate 
results for the linear elastic response in the EW direction, and more motions were utilized for 
capturing the nonlinear response in the NS direction. 
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(a) (b) 

  
(c) (d) 

Figure 2. Sensor locations and photographs of (a, b) 6-story building at San Bernardino and (c, 
d) 4-story building in Hemet.  
 

 
Figure 3. The training and testing sets used for the San Bernardino 6-story building EW 
direction. 
 

For the input-output pairs, two cases are used: (i) the unprocessed accelerations, and (ii) 
CSMIP processed accelerations that use bandpass filters and baseline correction. Accuracy of the 
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training and testing sets for both cases, computed using the correlation coefficient (Equation 1), 
are reported in Table 3. The training accuracy of 0.97 for both the unprocessed and processed 
data shows that there are no major outliers in the set. From the testing set accuracies, it is 
observed that training of both unprocessed and processed data result in successful predictions. 
However, using the unprocessed data results in more accurate predictions, although the 
difference is small. This observation is not specific to this building and has been observed for the 
other two studied instrumented buildings. The explanation of this observation is that the 
processed output is not necessarily the direct result of the processed ground motion input. 
Therefore, the relationship between the input and output deviates slightly from true physics when 
processed data is used for input and output. Considering the higher accuracy using the 
unprocessed data, the rest of the paper reports the results that use unprocessed data. 

 
Table 2. San Bernadino 6-story hotel training and testing records. 

# Earthquake Name PGA 
NS (g) 

PFA NS 
(g) 

PGA 
EW (g) 

PFA 
EW (g) 

1 Borrego Springs Area Earthquake of 07 Jul 2010 0.053 0.2 0.024 0.045 
2 Devore Earthquake of 29 Dec 2015 0.049 0.106 0.054 0.121 
3 Fontana Earthquake of 15 Jan 2014 0.04 0.089 0.034 0.044 
4 Inglewood Area   Earthquake of 17 May 2009 0.008 0.027 0.008 0.016 
5 Ocotillo Area Earthquake of 14 Jun 2010 0.006 0.022 0.006 0.014 
6 San Bernardino Earthquake of 08 Jan 2009 0.058 0.168 0.094 0.219 
7 Beaumont Earthquake of 14 Sep 2011 0.02 0.041 0.027 0.064 
8 La Habra Earthquake of 28 Mar 2014 0.021 0.033 0.024 0.077 
9 Loma Linda Earthquake of 13 Mar 2017 0.022 0.05 0.025 0.038 
10 Ontario Earthquake of 20 Dec 2011 0.004 0.009 0.004 0.014 
11 Yorba Linda Earthquake of 07 Aug 2012 0.009 0.016 0.003 0.01 
12 Beaumont Area Earthquake of 16 Jan 2010 0.006 0.013 0.005 0.013 
13 Big Bear Lake Earthquake of 05 Jul 2014 0.01 0.03 0.011 0.029 
14 Fontana Earthquake of 25 Jul 2015 0.011 0.025 0.01 0.021 
15 Loma Linda Earthquake of 08 Oct 2016 0.01 0.017 0.008 0.012 
16 Devore Earthquake of 28 Apr 2012 0.017 0.043 0.01 0.029 
17 Loma Linda Earthquake of 04 Mar 2013 0.007 0.017 0.012 0.032 
18 Chino Hills Earthquake of 29 July 2008 0.05 0.113 0.036 0.117 

 
Table 3. Accuracy of the San Bernardino 6-story building acceleration predictions in the E-W 
direction. 

Data Correlation Coefficient 
Training Set Testing Set 

Unprocessed 0.97 0.91 
Processed 0.97 0.88 
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The high accuracy indicated by the correlation coefficient is also supported by the narrow 
probability distribution of the normalized error (Equation 2) with the mean close to zero (Figure 
4). The predicted acceleration time histories at the 3rd and 6th (roof) floors are compared with 
the recorded time histories for one of the test motions (Fontana Earthquake of 25 July 2015) in 
Figure 5, along with the comparison of the frequency contents, showing a close match at both 
floors in the time and frequency domains. Comparison of peak values indicated an error of -
4.80% and -4.94% according to Equation 3. 
 

 
Figure 4. Narrow probability distributions of the normalized prediction errors in the EW 
direction at the 3rd and 6th (roof) floors of the San Bernardino 6-story building. 
 

It is inevitable in real instrumented buildings to prevent the peak prediction errors 
completely. Therefore, the errors in the peak predictions can be interpreted from the following 
two perspectives related to their use in earthquake engineering:  
(1) Epistemic uncertainty is due to errors in mathematical modeling, where the error due to the 

TCN model is an example. Therefore, in design and assessment of buildings, the results of a 
single ground motion are not used. ASCE7-22 (2022) requires 11 motions for nonlinear 
dynamic analysis and a varying number of ground motions (e.g., 20) is essential for 
probabilistic PBEE (Günay and Mosalam, 2013). Accordingly, in addition to the individual 
motion results, comparison of the probability distributions of the true and predicted responses 
are helpful for evaluating the accuracy of the predictions. The PFA at the 3rd and 6th floors 
are assumed to follow a lognormal probability distribution, which are computed using the 
peak values of all test motions and plotted for the true and predicted accelerations in Figure 
6. It is observed that the resulting probability distributions are close to each other at both 
floors, illustrating the accuracy of the predictions from this perspective. 

(2) The relationship between estimated peak response and damage is obtained using fragility 
functions. Another way of evaluating the peak prediction is the comparison of damage 
probability corresponding to the predicted and real results. As an example, the fragility 
function of a cooling tower, assumed to be located at the roof of the San Bernardino 6-story 
hotel building, is shown in Figure 7. The damage state that this fragility function represents is 
that the cooling tower and attached piping are damaged. It is defined by a mean of 0.5g and a 
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dispersion of 0.4 (FEMA-P58, 2018a, b). The probability of exceedance (POE) of this 
damage state, using the predicted and true 6th floor PFA for the Chino Hills Earthquake of 07 
Aug 2012 (Figure 5), are 5.9% and 6.8%, respectively. In addition to the damage prediction 
for this single event, the POE in the fragility function [(𝑃𝑃𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷|𝑃𝑃𝑃𝑃𝐶𝐶), Figure 7] can be 
integrated with the probability of true and predicted PFA [𝑝𝑝(𝑃𝑃𝑃𝑃𝐶𝐶), Figure 6b] using the total 
probability theorem, resulting in the POE of the damage state considering all the test motions 
[𝑃𝑃𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷), Equation 5]. It is noted that the probability of the damage state is equal to POE 
because only one damage state is used herein. Therefore, the resulting probability of damage 
to a cooling tower located at the roof of the 6-story San Bernardino hotel building, 
considering all 7 test motions, is 0.33% and 0.30%, respectively, when the true and predicted 
peaks are used. 

 
𝑃𝑃𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷) = ∑ 𝑃𝑃𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷|𝑃𝑃𝑃𝑃𝐶𝐶)𝑝𝑝(𝑃𝑃𝑃𝑃𝐶𝐶)𝑃𝑃𝑃𝑃𝑃𝑃          (5) 

 
The above discussion presented the results from a probabilistic PBEE perspective based 

on peak predictions. As discussed earlier, the entire response history is important to characterize 
the full structural behavior, and in this context the CAV (Equation 4) is a parameter that is closely 
related to damage and is a suitable metric to evaluate the predictions. Figure 8 shows the CAV of 
the predicted and true accelerations for one of the test motions (Chino Hills Earthquake of 07 
Aug 2012). From this figure, similar to the acceleration time histories, it is observed that the CAV 
time histories of the predicted and true accelerations are very close to each other, showing that 
the predicted response can be used reliably to identify damage.  
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(a) (b) 

  
(c) (d) 

Figure 5. Comparison of predicted and recorded acceleration time history and the corresponding 
frequency contents in the EW direction of the San Bernardino 6-story building at (a, b) 3rd floor, 
(c, d) 6th floor (Chino Hills Earthquake of 07 Aug 2012). 
 

  
(a) (b) 

Figure 6. Probability distributions of predicted and recorded PFA of the San Bernardino 6-story 
building at the (a) 3rd and (b) 6th floors. 
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Figure 7. Fragility function for a cooling tower assumed to be located at the 6th floor (roof) of 
the San Bernardino 6-story building. 
 

  
(a) (b) 

Figure 8. CAV of the true and predicted PFA at the (a) 3rd and (b) 6th floors of the San 
Bernardino 6-story building (Chino Hills Earthquake of 07 Aug 2012). 
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the trained model. The number of records used in training is accordingly varied between 1 and 11 
and the 3rd and 6th floor accelerations are predicted for each case (Figure 9). Time histories, 
peak responses, and correlation coefficients are used as parameters for the evaluation of the 
trained model accuracy. The time history predictions for the Chino Hills Earthquake of 07 Aug 
2012 in Figure 9 are similar in general, indicating that the TCN model is capable of accurately 
learning the entire time history pattern even with 1 or 2 motions. The correct prediction of the 
time history pattern indicates that the model successfully learns the dominating first mode in this 
case. This similarity of the predicted time history patterns is also supported by the correlation 
coefficients in Figure 10(a), which remain unchanged around 0.95 from a training set size of 11 
down to 4. However, the error in the peak response, Figure 10(b), increases more dramatically 
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from 5% for a training set size of 11 to 15% for a training set size of 8. This is attributed to lack 
of the ability of the TCN model to successfully learn the varying damping ratios over the 
different levels of motions when the number of motions in the training set is reduced. 

 
From a structural dynamics perspective, the linear elastic response of a Multi-Degree of 

Freedom (MDOF) system depends on the natural periods, damping ratios, and mode shapes. The 
response of low and mid-rise buildings is generally governed by the first mode, which is also the 
case for the San Bernardino 6-story hotel building. Therefore, similar to the SDOF system 
previously discussed, the features that define the response are the period and damping ratio of the 
first mode and the ground motion itself (Table 1). It is noted that the response also depends on 
the mode shape, however the first mode shape and the modal participation factor can be 
considered as a constant scale factor for all motions and therefore the mode shape is not listed as 
a feature in Table 1 for this system. 

 
Although all motions are in the linear elastic range as observed by the identified natural 

periods, damping ratios vary because of the contribution and complexity of different mechanisms 
to damping at different intensities (Figure 11). The phenomenon of varying damping levels in 
linear elastic response is well-known (e.g., Chopra, 2012; Cruz and Miranda, 2017). Even for the 
same motion in forced vibrations or ambient conditions, the damping ratio varies from segment 
to segment of the motion (Brownjohn et al., 2018). For proper training, the number of motions in 
the training set should be sufficient to capture different levels of damping ratios. The selected 
motions should have different intensities to capture these different damping ratios. Therefore, a 
few motions are not sufficient for learning the damping ratio feature as opposed to the case for 
the period feature and more motions are needed in the training set for accuracy in predicting the 
damping. From the results of this case study, 10 ground motions are clearly sufficient for 
learning these features (period and damping) and for consequent accurate predictions. 
 

  
(a) (b) 

Figure 9. Comparison of predicted acceleration time histories for the San Bernardino 6-story 
building using different number of records in training: (a) 3rd floor, and (b) Roof. 
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(a) (b) 

Figure 10. Effect of number of records used in the training set for the San Bernardino 6-story 
building in terms of (a) correlation coefficient of the predictions, and (b) peak error. 
 

  
(a) (b) 

Figure 11. Identified (a) fundamental mode periods, and (b) damping ratios of the San 
Bernardino 6-story building. 
 
4-Story RC Hospital Building in Hemet 

To demonstrate that accurate predictions are obtained for similar buildings with similar 
number of records in the training set, a 4-story hospital building with RCSW structural system 
(similar to San Bernadino Hotel) is tested using the TCN model. This hospital building was 
designed and constructed in 1965 and instrumented with 10 accelerometers on three levels in 
1976 (Figure 2). Channel 1 at the basement and Channels 9 (2nd floor) & 6 (4th floor, i.e., roof) 
are respectively used as input and output in the EW direction. In the NS direction, Channel 3 at 
the basement and Channels 8 (2nd floor) & 5 (4th floor, i.e., roof) are respectively used as input 
and output. All these sensors are at the center of floors. From the recorded 13 events, refer to 
Figure 12, 10 are used for training (based on the study of the effect of the training set size for the 
San Bernardino 6-story building linear elastic response) and 3 are used for testing. As observed 
in Figure 12, the motions used in the training set cover the entire range of shaking levels 
recorded on this building and the 3 tested motions are those that lie at the middle of this range. 
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(a) (b) 

Figure 12. The training and testing sets used in the Hemet 4-story building (a) EW, and (b) NS 
directions. 
 

Similar to the San Bernardino building, high correlation coefficients are obtained for the 
training and testing sets and unprocessed data provided slightly more accurate predictions (Table 
4). Sample predictions are shown for one of the motions in Figure 13, showing the accuracy of 
the predictions in the NS and EW directions. Similar to the San Bernardino building, the TCN 
model was successful in learning the entire time history of the response of the building, including 
its natural period and the varying damping ratios, using 10 motions in the training set. 
 
Table 4. Accuracy of the Hemet 4-story building acceleration predictions in the EW and NS 
directions. 

Data Correlation Coefficient 
Training Set EW Testing Set EW Training Set NS Testing Set NS 

Unprocessed 97.0% 91.0% 97.0% 90.0% 
Processed 97.5% 90.0% 97.5% 90.0% 

 
Linear Elastic Response Prediction of a Tall Building with Higher Modes 

 
Different from low-rise and mid-rise buildings, a tall building seismic response includes higher 
mode effects. From a structural dynamics perspective, and the corresponding physics-based 
explanation of the learning process and the predictions, the features that are required to be 
learned for a tall building are the periods and the damping ratios of several modes contributing to 
the response (Table 1). The response also depends on the mode shapes, however, as discussed 
earlier, the mode shape and the modal participation factor can be considered as a constant scale 
factor in the linear elastic dynamic response of each mode for each motion and accordingly is not 
considered as an explicit feature. Considering the increased number of features, the presence of 
multiple modes in the response may introduce additional challenges to the process of learning 
and accordingly can impact the accuracy of the predictions. Therefore, a 54-story instrumented 
building is selected to explore the TCN predictions for a case when there are clearly higher 
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modes present in the response. This 54-story building is a Steel Moment Resisting Frame 
(SMRF) building with composite slabs of 2.5 inches thick concrete over 3 inches steel deck 
located at Los Angeles (LA), Figure 14. As shown in this figure, the building is instrumented 
with 20 accelerometers at the basement (4 levels below ground), ground level, and the 20th, 
36th, 46th and penthouse floors. There are Virendeel trusses and 48-inch deep transfer girders at 
the 36th and 46th floors where vertical setbacks occur. Because there is a sudden change of 
stiffness at these locations, increased accelerations are expected, and sensors are placed at these 
floors for monitoring this expected increase of the accelerations. 
 

  
(a) (b) 

  
(c) (d) 

Figure 13. Comparison of predicted and recorded acceleration time history and the 
corresponding frequency contents in the (a, b) EW and (c, d) NS directions of the Hemet 4-story 
building (Banning Earthquake of 06 Jan 2016). 
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(a) (b) 

Figure 14. Sensor locations and photograph of the 54-story building at Los Angeles. 
 

In this case study, which has 11 recorded motions, 10 motions, same as the number 
recommended and used, respectively, for the San Bernardino and Hemet buildings, are used for 
training and the remaining one motion is used for testing (Figure 15). The testing motion in the 
EW direction is particularly interesting as the PFA is smaller than the corresponding PGA. This 
can be due to multiple reasons, including (a) the shape of the response spectrum for this motion, 
where the response acceleration at the first mode period of the building is smaller than the PGA, 
and (b) multiple modes counteracting and reducing the accelerations. The successful predictions 
in the EW and NS directions at the 46th floor for the considered test motion are shown in Figure 
16. This figure demonstrates that the trained TCN model is successful in learning more complex 
responses obtained as a superposition of multiple modes and the 10-motion training set results in 
accurate responses as in the cases of San Bernardino and Hemet buildings.  
 

  
(a) (b) 

Figure 15. The training and testing sets used for the LA 54 story building (a) EW, and (b) NS 
directions. 
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(a) (b) 

Figure 16. The 46th story acceleration predictions for the 56-story building in LA: (a) EW, and 
(b) NS directions (Chino Hills Earthquake of 29 July 2008). 
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shaking, indicating nonlinear response. Although it is not entirely clear why this period 
elongation motion occurs because all ground motions in the training set are relatively low-level 
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components. 
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well matched, indicating that increasing the number of motions in the training set from 11 to 23 
led to successful learning of the increase of the period elongation with increased shaking 
intensity.  
 

  
(a) (b) 

Figure 17. Identified periods of the San Bernardino 6-story hotel building in (a) EW, and (b) NS 
directions in different earthquakes. 
 

  
(a) (b) 

Figure 18. Comparison of inaccurately predicted and true (a) acceleration time history, and (b) 
the corresponding frequency content, in the NS direction of the 6-story building in San 
Bernardino (Fontana Earthquake of 25 July 2015). 
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Figure 19. The set used in the San Bernardino 6-story building NS direction to improve accuracy 
(Testing data includes three moderate events and all others used for Training data). 
 

  
(a) (b) 

  
(c) (d) 

Figure 20. Comparison of (improved) predicted and recorded acceleration time history and the 
corresponding frequency contents in the NS direction of the San Bernardino 6-story building at 
(a, b) 3rd floor, (c, d) 6th floor (Chino Hills Earthquake of 07 Aug 2012). 
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These successful predictions highlight an important and unique characteristic of obtaining 
the response using a machine learning approach. As discussed earlier, the potential reasons for 
the observed period elongation with increased intensity of shaking are concrete cracking, 
foundation rocking, and disengagement of partition walls or the loss of contributions from any 
other nonstructural components. None of these aspects are considered explicitly in the common 
physics-based computational models developed for dynamic analysis. Even if they are modeled, 
there is a large epistemic uncertainty associated with this type of modeling. Therefore, the 
obtained data-driven TCN model results show that the adopted machine learning approach fills 
this gap very well and results in accurate structural response prediction that would not be 
possible using conventional means. This case study also highlights two important aspects worthy 
of future investigation, namely, the effect of increased training dataset (justifying need for more 
instrumented systems) and use of physics-based and data-driven models hand in hand in a digital 
twin setting of the different structural systems where the digital twin complements and helps 
interpreting findings from the physical twin.  
 

Conclusions and Future Directions 
 

This paper focused on the use of Temporal Convolutional Network (TCN) models for 
obtaining the structural response in the form of time histories. Models were trained using the data 
from several instrumented buildings with different characteristics to predict the response. The 
results were explained using concepts of structural dynamics and applications in earthquake 
engineering. The conclusions of the study are summarized as follows: 

1. The developed TCN Model was verified by training and testing on a linear elastic Single 
Degree of Freedom (SDOF) system. 

2. The use of raw data results in more accurate predictions as compared to the use of 
California Strong Motion Instrumentation Program (CSMIP) processed data. This is 
because the processed output is not necessarily the direct result of the processed ground 
motion input. Therefore, the relationship between the input and output deviates slightly 
from true physics when processed data is used for input and output. 

3. The TCN model was successful for systems that are characterized by not only relatively 
simple features, such as a numerical SDOF system characterized by a single natural 
period and damping ratio, but also those with more complex response such as a tall 
building with multiple modes of vibration contributing to the overall response.  

4. A training set size of 10 motions was sufficient for predicting the response of low-, mid-, 
and high-rise buildings in the linear elastic range. 

5. The correlation coefficient and error in peak response resulted in different conclusions 
about the minimum number of records needed for accuracy. The error in peak response 
should be used as the preferred parameter for evaluating the accuracy, as the peak 
response is commonly used for design, assessment, and Performance-Based Earthquake 
Engineering (PBEE) and needs to be predicted accurately. 

6. The training dataset should include enough motions with varying intensities, frequency 
contents, and other characteristics for the TCN model to learn the dynamic 
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characteristics of the buildings (denoted as features) as well as the relationship between 
the ground motion frequency contents and intensities and these dynamic characteristics. 

7. The probability distributions of the predicted and true peak responses were observed to 
be quite similar. This demonstrated that the TCN model predictions can be confidently 
used for characterizing the response to multiple ground motions, which is required by 
building standards and PBEE. 

8. The predicted and true responses from multiple test motions, along with relevant 
fragility functions, were used to compute the probability of damage of a cooling tower 
assumed to be located at the roof of one of the instrumented buildings. The resulting 
probability of damage was very close using the true and precited responses. This 
preliminary exercise provides confidence in the model predicted responses to detect 
nonstructural (and structural) damage. 

9. To demonstrate the importance of predicting the entire time history, Cumulative 
Absolute Velocity (CAV), a parameter closely correlated to damage, was computed using 
the predicted and true responses and the resulting CAV time histories were very close to 
each other. 

10. The slight nonlinear response of the San Bernardino 6-story building in the NS direction, 
as indicated by the period elongation with increasing shaking intensity, was successfully 
predicted by the TCN model using a 23-motion training set. As expected, the required 
number of motions in the training set was larger than that needed for the elastic 
response, but it was a manageable number, given the available records of this case study. 
The number of recorded motions required for accurate training is expected to increase 
with the increased level of the nonlinear response. 

11. The successful predictions of the nonlinear response highlighted that a machine learning 
approach can be a viable solution to predict this response accurately, as the potential 
sources of the specific nonlinearity observed here are very rarely considered with 
confidence in conventional physics-based computational models in common engineering 
practice. 
 

Several planned near-future studies include: (1) application of the TCN models to 
buildings with (a) irregularities (such as torsion), (b) larger levels of nonlinear response, and (c) 
potential soil-structure interaction, (2) prediction of displacements, and (3) predicting the 
responses of selected instrumented buildings in future earthquakes, among others. 
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Abstract 

An approach to interrogate measured response on the behavior of inherent damping 
during nonlinear excursions is presented. The scheme computes a signal that approximates the 
base shear (to within a scalar) and decides on the inherent damping during nonlinear excursions 
on the premise that the derivative of this signal, with respect to time, is small within these 
segments. Preliminary results suggest that the inherent damping model should include a 
reduction in effectiveness when hysteretic dissipation is activated.  

 

Introduction 

A long-standing open question in evaluating the response of buildings to strong 
earthquakes is whether the model used to capture energy dissipation not associated with damage 
should be modified, or remain unchanged, when hysteretic behavior is activated [1-6]. This 
question has been difficult to resolve because the inherent damping model is a surrogate for the 
aggregate of a number of unspecified mechanisms, calibrated to match decay rates observed for 
small vibrations, but for which there is no mechanistic support. We note in passing that use of 
mass and stiffness matrices to specify the classical damping model (wherein damped and 
undamped eigenvectors coincide, as is the case in the Rayleigh model or in the more general 
Caughey series [7,8]) is justified by the simplicity that it brings but is not mechanistically 
supported.    

Lack of a mechanistic model for inherent damping indicates that (apart from consistency 
from an energy perspective) the only way to decide on the merit of any postulated model is from 
seismic response observations. On the question of coupling between hysteresis and pseudo-
viscosity the main obstacle to a data-supported resolution comes from the fact that the stiffness 
restoring forces cannot be directly measured and cannot be estimated with sufficient accuracy 
from a model to allow computation of the damping forces from equilibrium. We attempt to make 
some headway by shifting the focus from dynamic equilibrium to the rate of change of the terms 
in the equilibrium equations and by simplifying the spatial distribution of the damping forces (to 
be described). The information infused to arrive at a workable scheme is the contention that the 
rate of change of a scalar measure of the unknown stiffness contribution, not always, but in many 
cases, is small enough to be discarded. We designate the interrogation scheme that results from 
the previous ideas as the “Inherent Damping Nonlinear Behavior” (IDNB) extractor. This paper 
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presents the theoretical support of IDNB, reports on the current progress in its validation and 
limitations and includes some initial results from application to data recorded during strong 
shaking in buildings from the CSMIP database.  

 

The Basic Ideas 

Let 𝐼𝐼(𝑡𝑡),𝐷𝐷(𝑡𝑡),𝑅𝑅(𝑡𝑡)represent the vectors of inertia, damping and restoring forces during a 
generally nonlinear response. Equilibrium for base excitation requires that 

 𝐼𝐼(𝑡𝑡) + 𝐷𝐷(𝑡𝑡) + 𝑅𝑅(𝑡𝑡) = 0 (1)  

our goal is to determine if something can be said, primarily from data, about what happens to the 
mechanism that generates 𝐷𝐷(𝑡𝑡)during intervals when 𝑅𝑅(𝑡𝑡)reflects significant nonlinearity. To 
move forward we pre-multiply by the transpose of the column vector of ones (𝑟𝑟when used 
subsequently) and introducing obvious notation write 

 𝑉𝑉𝑅𝑅(𝑡𝑡) = −�𝑉𝑉𝐼𝐼(𝑡𝑡) + 𝑉𝑉𝐷𝐷(𝑡𝑡)� (2) 

To make things tractable we take the damping forces at any time as those that would have 
existed if the damping matrix was invariant, times a modulation that is to be determined, namely, 
we take them as  

                                        𝐷𝐷(𝑡𝑡) = 𝜌𝜌(𝑡𝑡)𝐶𝐶0�̇�𝑢(𝑡𝑡)            (3) 

where �̇�𝑢(𝑡𝑡) =vector or relative velocities and 𝜌𝜌(𝑡𝑡)is a scalar. Differentiating Eq.3 with respect to 
time and substituting the result into the derivative of Eq.2 writes 

                                           �̇�𝑉𝑅𝑅(𝑡𝑡) = −��̇�𝑉𝐼𝐼(𝑡𝑡) + 𝜌𝜌(𝑡𝑡)𝑟𝑟𝑇𝑇𝐶𝐶0�̈�𝑢(𝑡𝑡) + �̇�𝜌(𝑡𝑡)𝑟𝑟𝑇𝑇𝐶𝐶0�̇�𝑢(𝑡𝑡)�         (4) 

Results of numerical simulations suggest that the third term on the right-hand side of 
Eq.4 is small compared to the other two, so we simplify by taking �̇�𝜌(𝑡𝑡) = 0 and get 

     �̇�𝑉𝑅𝑅(𝑡𝑡) = −��̇�𝑉𝐼𝐼(𝑡𝑡) + 𝜌𝜌(𝑡𝑡)𝑟𝑟𝑇𝑇𝐶𝐶0�̈�𝑢(𝑡𝑡)�                 (5)       

Assume, temporarily, that the disjointed time intervals when inelasticity is extensive have 
been determined and have been aggregated into the time segment �̃�𝑡. Restricting evaluation of 
Eq.5 to these times one has 

                                          �̇�𝑉𝑅𝑅(�̃�𝑡) = −��̇�𝑉𝐼𝐼(�̃�𝑡) + 𝜌𝜌(�̃�𝑡)𝑟𝑟𝑇𝑇𝐶𝐶0�̈�𝑢(�̃�𝑡)�          (6) 

At this point we replace 𝜌𝜌(�̃�𝑡) with a constant �̄�𝜌 and while the equality cannot hold at all times 
after this replacement, it can be preserved at the level of norms, so we take the 2-norm and get 
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                                                         ��̇�𝑉𝑅𝑅(�̃�𝑡)� = ���̇�𝑉𝐼𝐼(�̃�𝑡) + �̄�𝜌𝑟𝑟𝑇𝑇𝐶𝐶0�̈�𝑢(�̃�𝑡)��          (7) 

where it’s a simple matter to show that  

                                                   �̇�𝑉𝑅𝑅(�̃�𝑡) = 𝑟𝑟𝑇𝑇𝐾𝐾𝑇𝑇(�̃�𝑡)�̇�𝑢(�̃�𝑡) (8) 

with 𝐾𝐾𝑇𝑇=structure’s tangent stiffness. Substituting Eq.8 into Eq.7 writes 

                                              𝑟𝑟𝑇𝑇𝐾𝐾𝑇𝑇(�̃�𝑡)�̇�𝑢(�̃�𝑡) = −��̇�𝑉𝐼𝐼(�̃�𝑡) + 𝜌𝜌(�̃�𝑡)𝑟𝑟𝑇𝑇𝐶𝐶0�̈�𝑢(�̃�𝑡)�          (9) 

Since 𝐾𝐾𝑇𝑇(�̃�𝑡) is not known the lhs of Eq.9 cannot be explicitly evaluated, but if the term is 
small, relative to‖𝑟𝑟𝑇𝑇𝐶𝐶0�̈�𝑢(�̃�𝑡)‖, it appears reasonable to decide on �̄�𝜌as the value that minimizes the 
rhs of the Eq.7. We can summarize as follows: 

 

• The IDNB scheme computes a value, �̄�𝜌, such that the inherent damping 
during nonlinear excursions is estimated as 𝜉𝜉𝑛𝑛𝑛𝑛𝑛𝑛 = �̄�𝜌𝜉𝜉, where 𝜉𝜉is the damping 
ratio that holds if the structure behaved linearly. The value of �̄�𝜌is taken as 
that which minimizes the rhs of Eq.7 

 

Is the Discarded Term Small Enough? 

 A necessary condition for minimization of the rhs Eq.7 to give meaningful results for �̄�𝜌is 
that   

      ‖𝑟𝑟𝑇𝑇𝐾𝐾𝑇𝑇(�̃�𝑡)�̇�𝑢(�̃�𝑡)‖ ≪ ��𝑟𝑟𝑇𝑇𝐶𝐶0�̈�𝑢(�̃�𝑡)��      (10) 

In a shear building where first story yielding dominates the lhs of Eq.10 is exactly zero 
(in the absence of strain hardening) and the inequality is guaranteed satisfied. In general, 
however, one does not know if this is so, and it seems that all that can be said is that if it’s not 
satisfied �̄�𝜌will be overestimated. It is not unreasonable to wonder whether the constraint in Eq.10 
is ever satisfied when real data is considered so we tried to see if a relation that shed some light 
on the question could be derived. A useful expression obtained using approximations with 
bounded errors could not be found but a very rough result is as follows: assume the damping 
matrix C0 is stiffness proportional with a fundamental mode damping 𝜉𝜉, so that 𝐶𝐶0 =
2𝜉𝜉𝜔𝜔−1𝐾𝐾and express the tangent stiffness as a fraction of the initial matrix, namely 𝐾𝐾𝑇𝑇 = 𝜂𝜂𝐾𝐾. 
With these replacements and taking 𝑏𝑏 = 𝑟𝑟𝑇𝑇𝐾𝐾one finds that Eq.10 translates to 𝜂𝜂‖𝑏𝑏�̇�𝑢(�̃�𝑡)‖ ≪
2𝜉𝜉𝜔𝜔−1‖𝑏𝑏�̈�𝑢(�̃�𝑡)‖ which, taking ‖𝑏𝑏�̈�𝑢(�̃�𝑡)‖ ≅ 𝜔𝜔‖𝑏𝑏�̇�𝑢(�̃�𝑡)‖gives 𝜂𝜂 ≪ 2𝜉𝜉. The foregoing states that 
satisfaction of the constraint hinges on the tangent stiffness scaling being small compared to 
twice the critical damping ratio of the fundamental mode. This examination is too rough to allow 
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solid assertions, but it appears to leave open the possibility that the constraint may be satisfied, 
which would not be the case if the result had been 𝜂𝜂 ≪ 0.02𝜉𝜉. 

 

On the selection of �̃�𝑡 

 The signal in Eq.9 is a reordered version of the signal of Eq.5, subsequently truncated to 
a length �̃�𝑡. The reordering is done with the goal of making the early values have a high 
probability of being points when inelasticity is extensive, with the approach used thus far being 
to order the points in increasing absolute value. The truncating length �̃�𝑡is in principle the 
aggregate length of all the yielding segments (although a fraction should also work) and in the 
numerical section we’ve taken it to be within 1 to 2% of the strong motion. 

   

Inherent Damping Models 

Since the inherent damping behavior is unknown, validation of IDNB must be carried out 
in simulations. Specifically, one postulates various inherent damping models that are coupled 
with the hysteresis response as well as constant damping one and the goal is to determine 
whether or not IDNB can discriminate between them using signals from a limited number of 
floors (plus information on the location of the sensors and the relative values of the story 
weights). For this purpose, we selected 3 previously proposed inherent damping models plus a 
new one introduced here designated as the 𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝐶𝐶 model. Nonlinear damping models that 
require that the eigenvalue problem be solved each time the tangent stiffness changes have also 
been proposed but we decided not to include them since they are computationally expensive and 
have not been put forth with compelling theoretical support. 

 

Rayleigh Damping with Tangent Stiffness 

A generalization of the widely used Rayleigh damping model, introduced to realize a loss 
of effectiveness during plasticity takes the damping matrix, C, as 

                                                       𝐶𝐶 = 𝛼𝛼𝐶𝐶 + 𝛽𝛽𝐾𝐾𝑇𝑇 (11) 

where M = mass matrix, KT = tangent stiffness matrix and 𝛼𝛼,𝛽𝛽are constants. The complexity 
with which the tangent stiffness is formed can vary from the simple elasto-plastic hinges to the 
much more computationally intensive distributed plasticity models that are widely used in 
research but less so in conventional seismic engineering practice. Since the model of Eq.11 is the 
same as the standard Rayleigh model during elastic response, computation of the constants 𝛼𝛼,𝛽𝛽is 
not affected by the anticipated nonlinearity. The model in Eq.11 has been around for a long time 
and is sometimes viewed with reservation because of the abrupt changes in the damping that 
accompany the changes in stiffness in lumped plasticity models and because it can reach 
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conditions where the damping can add energy to the system because some eigenvalues turn 
negative. The first item leads to unbalances that are highly localized in time and have little effect 
in the global response and the second, except perhaps in studies where the focus is dynamic 
instability, is seldom active. We take the opportunity to note, however, that a potentially 
important issue in modeling damping, albeit not restricted to the Rayleigh model, is the 
appearance of unbalanced forces at massless coordinates [9,10]. 

 

Luco and Lanzi (2017)  

Luco and Lanzi [6] introduced a model where the damping matrix is taken as 

                                                                 𝐶𝐶 = 𝐶𝐶0𝐾𝐾−1𝐾𝐾𝑇𝑇                     (12) 

where C0 is any arbitrary damping matrix and K is the initial stiffness. One issue that is worth 
noting in the model of Eq.12 is that the matrix C is not necessarily symmetrical. 

 

Lanzi and Luco (2018)  

Shortly after the appearance of the model in Eq.12 the same authors propose a model for the 
damping that writes [10] 

                                                                           𝐶𝐶 = 𝐾𝐾𝑇𝑇𝐾𝐾−1𝐶𝐶0𝐾𝐾−1𝐾𝐾𝑇𝑇          (13) 

which removes the noted lack of symmetry and eliminates the possibility of negative 
eigenvalues. The reason for the last observation being that the damping matrix in Eq.13 is a 
congruent transformation of C0, and congruent transformations do not change the number of 
positive, negative and zero eigenvalues of a matrix. A curious byproduct of the same property is 
the fact that as an eigenvalue of the tangent stiffness approaches zero the dissipation in a 
particular velocity pattern does the same but if the inelasticity continues and some eigenvalue of 
the second order tangent stiffness is rendered negative the dissipation increases again.  

 

 CSMIP𝜿𝜿 

A feature common to all the previous models is that they cannot be modified in the 
plastic range without changing behavior when the response is linear. The model introduced in 
this project, which takes the damping matrix as 

      𝐶𝐶 = �‖𝐾𝐾𝑇𝑇‖
‖𝐾𝐾‖

�
𝜅𝜅
𝐶𝐶0 (14) 
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where C0 is arbitrary, 𝐶𝐶is a free parameter and ‖. ‖stands for the 2-norm, has this tunning ability. 
As can be seen, when 𝐶𝐶 = 0 the model reverts to a constant damping matrix and as 𝐶𝐶increases 
the magnitude of the inherent damping during the inelastic response decreases.  

 

On the Damping Matrix for Small Amplitude Response 

 Evaluation of the rhs of Eq.9 requires that a damping matrix for the initial elastic 
response, C0 be established; some possibilities are discussed next. 

 

Classical Damping 

Any classical damping matrix can be written as 

                                                 𝐶𝐶 = 𝐶𝐶�∑ 𝜗𝜗𝑗𝑗𝜙𝜙𝑗𝑗𝜙𝜙𝑗𝑗𝑇𝑇𝑛𝑛
𝑗𝑗=1 �𝐶𝐶 (15) 

where  𝜗𝜗𝑗𝑗 = 2𝜔𝜔𝑗𝑗𝜉𝜉𝑗𝑗and 𝜙𝜙𝑗𝑗, 𝜔𝜔𝑗𝑗 and 𝜉𝜉𝑗𝑗are the mass normalized mode shape, frequency and the 
damping ratio of the jth mode, respectively. In an experimental setting the rank of the matrix in 
Eq.15 will equal the number of identified modes and there is, of course, the issue of having only 
a limited number of monitored levels, which requires that the mode shapes be expanded. The 
rank issue is not expected to have practical relevance but the need for a significant identification 
effort followed by modal expansion does not make Eq.15 attractive. 

 

Identification Free Extraction 

 If the response is measured at all coordinates the damping matrix can be extracted from 
the data without requiring system identification. The scheme shares with Eq.15 the fact that the 
mass matrix must be known but no modal truncation is incurred. To illustrate let the seismic 
response prior to the development of inelastic action be gathered in matrices �̈�𝑌, �̇�𝑈,𝑈𝑈 ∈
ℜ𝑛𝑛×𝑁𝑁containing, as columns, vectors of absolute acceleration, relative velocities and relative 
displacements, with n=number of levels in the building and 𝑁𝑁 =the total number of time steps 
used. Since we’ve assumed that the response is linear during the data collection one can write 

                                                𝐶𝐶�̈�𝑌 + 𝐶𝐶�̇�𝑈 + 𝐾𝐾𝑈𝑈 = 0 (16) 

Selecting 𝑁𝑁 > 𝑛𝑛 guarantees there are right null spaces and taking  

                                                             𝑈𝑈𝛤𝛤 = 0 (17) 

one has (from Eq.16)  
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            𝐶𝐶�̇�𝑈𝛤𝛤 = −𝐶𝐶�̈�𝑌𝛤𝛤          (18) 

so the damping matrix is given by 

  𝐶𝐶 = −𝐶𝐶�̈�𝑌𝛤𝛤��̇�𝑈𝛤𝛤�+          (19) 

where the superscript + stands for pseudo inversion. If the mass matrix is known and all the 
levels are measured Eq.19 would be the method of choice but in the common scenario where 
only some levels are measured the reconstruction of the response may introduce significant error, 
so we do not opt for this alternative either. 

 

Mass Proportional Damping 

A simple and very convenient approach for our purposes is to take the initial damping 
matrix as mass proportional. The reason being that in this case both the first and the second terms 
on the rhs of Eq.9 are proportional to M and this eliminates dependence on the actual values of 
the mass, leaving only the much simpler demand of estimating the relative values. Another 
attractive feature being that sensor density has no effect on the estimation of C0 and that all that 
is required from system identification is an estimate of the frequency and damping of the 
fundamental mode. There is, in fact, not even a need to separate these two quantities since their 
product is the real part of the pole of the fundamental mode, which is what is actually computed 
in the identification. It is true, of course, that the mass proportional model allows control over 
one mode only, but one suspects that this is not a significant issue in this case. 

 

Response Reconstruction 

 The large majority of instrumented structures for which records are available have 
sensors in a subset of all the floors so to apply IDNB it is necessary to reconstruct the response in 
some levels. Much has been done in this area and there are techniques with various levels of 
refinement [11,12]. Interpolation schemes are projections of the measurements on a basis that 
covers the full building height. These bases can be defined using estimated mode shapes or 
determined by functions that depend on the position of the sensors, as is the case in the widely 
used Cubic Spline (CS) or can be interpolations of the left side singular vectors of the data 
matrix (in which case the response can be segmented, and different basis formulated for different 
time intervals). In all cases, however, if inelasticity produces localized distortions, the results can 
degrade notably. Consider, for example, a two-story structure where the second floor and the 
ground are measured, and one is interested in estimating the drift in both levels. In the linear case 
reasonable results are expected but in the nonlinear case the true response (but not the prediction) 
will be strongly dependent on the distribution of the inelasticity.  

 To illustrate quantitatively consider an 8-story shear structure with sensors only on the 
even number floors and assume one is to reconstruct the unmeasured floors using a cubic spline. 
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Fig.1 plots the reconstructed absolute acceleration in the 7th level and compares it with the exact 
result for two conditions, one where the earthquake is scaled so that the response is linear and the 
other where inelasticity is significant. As can be seen, the accuracy in the case of the linear 
response is good but in the case with nonlinearity the error is important. 

                        

Figure 1. Normalized acceleration on the 7th level of an 8-story structure; reconstructed (in red) 
and exact result (in blue) for two conditions a) linear response and b) nonlinear response (max 
story ductility around 3)  

 

Summary of IDNB 

• Use a part of the data where (quasi) linear response can be anticipated and some system 
identification approach to estimate the frequency and damping of the first mode (real part 
of the first pole) (see Technical Note) 

• Define the mass proportional damping matrix for small response amplitudes using the 
above results.   

• Select an interpolation scheme and reconstruct the response at unmeasured levels. 
• Use the pattern of story weights (actual values not needed) to compute an estimate for the 

history of the inertial base shear, 𝑉𝑉𝐼𝐼(𝑡𝑡) 
• Use the mass proportional damping matrix to compute the derivative of the constant 

damping base shear �̇�𝑉𝐷𝐷(𝑡𝑡) as 𝑟𝑟𝑇𝑇𝐶𝐶𝑛𝑛�̈�𝑢, where �̈�𝑢are the relative accelerations 
• Differentiate 𝑉𝑉𝐼𝐼(𝑡𝑡)numerically. 
• Compute �̇�𝑉𝑅𝑅(𝑡𝑡) = �̇�𝑉𝐼𝐼(𝑡𝑡) + �̄�𝜌�̇�𝑉𝐷𝐷(𝑡𝑡)for values of �̄�𝜌covering some selected range, e.g., 

−0.1 ≤ �̄�𝜌 ≤ 1.5 
• Sort ��̇�𝑉𝑅𝑅(𝑡𝑡)�in ascending and decide on �̃�𝑡. 
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• Plot the norm of the signal of the previous bullet vs �̄�𝜌and identify the minimum. If the 
minimum occurs at values of �̄�𝜌that are notably larger than 1 the constraint of Eq.10 is not 
satisfied and the information on inherent damping during nonlinearity cannot be extracted 
using IDNB. 
 

Technical Note: Although the response before the strong motion has the damping of the 
reference state, this segment is just a few seconds long and thus too short to perform a reliable 
identification. One can use the segment that follows the strong motion, which is typically much 
longer but must then keep in mind that in this case the�̄�𝜌from IDNB refers to a scaling of the 
damping that prevails after the strong motion. Although the “late response” linear damping is the 
same as the one at the outset in common nonlinear models, this is unlikely to be the case in real 
buildings, especially in the case of concrete. What we’ve done on this account when IDNB is 
applied is to take the reference damping as that obtained using the shortest signal (starting at t = 
0) for which the first pole appears in the identification, provided this signal does not have a 
significant fraction in the strong motion region. When the signal that starts at the origin proves 
too long, we compute the reference damping using the linear response that follows the strong 
motion.  

 

Validation 

To get a sense of what is the best attainable performance we consider the situation where 
accelerations are available at every level and the damping matrix for small amplitude response is 
known. For conciseness we limit the examination to an 8-story shear building with a symmetrical 
plan and consider two ground motions, both recorded during the Northridge earthquake. The 
masses, story stiffness, and the yield levels are: m=14(1,1,1,1,1,1,1,1}, 
k=1.91e4{1,1,1,0.7,0.7,0.7,0.5,0.5} and Vy =800{1,1,1,0.9,0.9,0.7,0.7} in units of kips, ft and 
secs, with the periods of the first 3 modes = {1.0, 0.368,0.232} secs. The simulations are carried 
out for 4 alternative inherent damping models, namely: a) Constant b) CSMIPκ (𝐶𝐶 = 4) c) Lanzi 
and Luco and d) Rayleigh with tangent stiffness. The goal is to determine if application of the 
scheme allows correct identification of models with hysteretic coupling and constant damping. 

 

Ground Motion #1 

Ground motion #1 is the record from channel #3 of CSMIP station 24436 during the 17 
June 1994, Northridge Earthquake, a station that is located at the Tarzana Cedar Hill Nursery. 
The record itself, and the shear force vs drift relation for the first story of the model, computed 
under the premise that the damping is 5% in every mode and uncoupled from hysteresis, are 
depicted in Fig.2. 
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Figure 2. a) ground motion #1 b) first floor shear force drift response. 

As can be seen, the inelasticity is significant, with a displacement ductility in the first 
level slightly larger than 3. The shear force vs drift relationship, as shown in (b), follows a Bouc-
Wen model.  Fig 3 shows the results from application of IDNB. 

 

 

               

 

 

 

 

 

Figure 3. ��̇�𝑉𝑅𝑅� (normalized) for �̃�𝑡 = 1.5𝑠𝑠𝑠𝑠𝑠𝑠 (𝛥𝛥𝑡𝑡 = 0.02𝑠𝑠𝑠𝑠𝑠𝑠) vs 𝜌𝜌for a) constant damping b) 
𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝐶𝐶 with 𝐶𝐶 = 4  c) Lanzi and Luco d) Rayleigh damping with tangent stiffness (5% in every 
mode). 

 As can be seen, the minimum in Fig.3a is reached in the vicinity of 1, correctly pointing 
to the fact that in this instance the damping matrix is constant. The results in (b) depicts a 
minimum at around 0.5, which gives an idea of how a nonlinearity with the extent shown in 
Fig.2 is mapped to �̄�𝜌 by the CSMIP𝐶𝐶 model with 𝐶𝐶 =4. For the damping model proposed by 
Lanzi and Luco the minimum takes place very near zero, suggesting that this model produces 
large reductions in the inherent damping during the nonlinearity and finally in (d) which shows 
the result for the  Rayleigh model with tangent stiffness, the minimum is only slightly to the left 
of the result for 𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝐶𝐶 wit 𝐶𝐶 = 4. suggesting that these two models, at least in this example, 
produce comparable reductions.  
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Ground Motion #2 

 We consider the same recording station but use the horizontal record orthogonal to the 
previous one, which now corresponds to channel 1. The plot of the motion and the shear vs drift 
relation, which are depicted in Fig.4, show that the extent of inelasticity is somewhat larger than 
for motion #1. The maximum response ductility reaching a value slightly over 4.                                

                    

Figure 4. a) ground motion #2 b) first floor shear force drift response. 

 Instead of repeating the same cases as in Fig.3, we examine results obtained for data 
generated using the 𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝐶𝐶 model with different values of 𝐶𝐶, namely: 0,2,4 and 6. For𝐶𝐶 = 0the 
damping is constant and for the others the location of �̄�𝜌is expected to shift progressively to the 
left. The results in Fig.5 confirm these expectations.  

                                                         

Figure 5. Normalized ��̇�𝑉𝑅𝑅�for �̄�𝑡 = 1.5𝑠𝑠𝑠𝑠𝑠𝑠vs , responses from𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝐶𝐶 a-d) 𝐶𝐶 = 0,2,4,6, 
respectively. 

IDNB on Real Building Data 

CSMIP station 12299 
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The sensor deployment is depicted in Fig.6. The largest structural response at this station, 
0.62g, is for the Palm Spring earthquake of 1986 and we thus choose this record for examination. 
We select channels {13,12,11,10} in the N-S direction for examination. From inspection of the 
time history of the excitation the strong is taken to span from time step 100 to 550. System 
identification showed that (the negative) of the real part of the 1st pole is 0.29. The sampling 
frequency is 50 Hz. 

 

Figure 6. Sensor layout at station 12299 

 The rhs of Eq.7 (normalized) are depicted in Fig.7. The results, as can be seen, are 
reasonably consistent and point to a reduction in the effectiveness of inherent damping on the 
order of 50%          

                                   

Figure 7. Normalized  ��̇�𝑉𝑅𝑅�for �̃�𝑡=7,8 and 9 𝛥𝛥𝑡𝑡. 
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CSMIP Station 14606 

The sensor deployment is depicted in Fig.8. The largest structural response at this station, 
0.49g, is for the Northridge earthquake and we chose the response of channels [3,5,8,11] for 
examination. From inspection of the time history of the input we take the strong motion to span 
from time step 1200 to 3189. System identification shows that (the negative) of the real part of 
the 1st pole is 0.447. The sampling frequency is 100 Hz.  

 

 
Figure 8. Sensor layout at station 14606 

 

The rhs of Eq.7 (normalized) is depicted in Fig.9 for three assumed “yielding” durations. 
The result, again, is reasonably consistent and point to a reduction in the effectiveness of 
inherent damping on the order of 60%         
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Figure 9. Normalized  ��̇�𝑉𝑅𝑅�for �̃�𝑡=40, 45 and 50 𝛥𝛥𝑡𝑡 

 

CSMIP station 24322 

The sensor deployment is depicted in Fig.10. The largest structural response at this 
station, 0.90g, is for the Northridge earthquake and we chose the response to this input for 
examination. We select the N-S direction and take the input motion (given the rigid basement) as 
the measurement at the ground floor. The channels used are {11,8,5,2} and we take the strong 
motion from time step 80 to 570. System identification gives (the negative) of the real part of the 
1st pole as 0.091. The sampling frequency is 50 Hz. 

 

Figure 10. Sensor layout at station 24322. 
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In this case the results for the scaling constant, as shown in Fig.11, consistently point to a 
minimum that is reached at a scaling larger than one, indicating (or presumably indicating) that 
the constraint of Eq.10 is not satisfied. In this case the IDNB interrogation does not hold.          

 

Figure 11. Normalized  ��̇�𝑉𝑅𝑅�for �̃�𝑡=6,8 and 10 𝛥𝛥𝑡𝑡. 

Concluding Observations 

 The IDNB scheme attempts to extract information on the behavior of inherent damping 
during nonlinear excursions by assuming that the rate of change of the base shear during some of 
these excursions is small enough to be discarded in equilibrium considerations. Since the 
foregoing assumption is not guaranteed satisfied the approach does not hold for all nonlinear data 
sets but this is not an important impediment since the goal is not to make assertions about 
particular structures, but to test which of the two propositions: a) constant pseudo-viscosity or b) 
some coupling with hysteresis, is the more plausible one. The results thus far suggest that the 
effectiveness of the inherent damping model may in fact decrease when hysteresis sets in, but it’s 
important to stress that the reliability of this observation is conditional on the validation of IDNB 
which, at this point, has only been done for responses from shear building models with Bouc-
When hysteresis without hardening. Work to determine the reliability of the scheme when the 
response signals come from more complex nonlinear models is currently ongoing. 
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Abstract 
 

This paper disseminates the ongoing research conducted for the assessment of the 
Alternative Design Provisions for Diaphragms in buildings per ASCE/SEI 7-22 Section 
12.10.3 by utilizing recorded strong-motion acceleration data. Details of the workflow 
developed for the assessment of the design provisions are presented. 

 
Introduction 

 
Floor diaphragms and their connections to the vertical elements of the seismic force-

resisting systems (SFRS) are critical components of earthquake-resistant buildings. 
Underestimating the level of seismic-induced horizontal forces to which the diaphragms are 
subjected could be catastrophic. The loss of the ability of the connections of diaphragms to 
transfer forces to the SFRS could lead to local collapse of the floor or complete collapse of the 
building. Diaphragm collapses were observed after the Northridge earthquake due to the loss of 
connections between floor diaphragms and the vertical elements of precast concrete buildings 
and the vertical elements of tilt-up-wall buildings (Fleischman et al. (2013), Iverson and 
Hawkins (1994), Tilt-up-Wall Buildings (1996)). After the 2010-2011 Christchurch earthquakes, 
excessive damage and collapse of floor diaphragms were attributed to inadequate integrity of the 
load path, underestimation of seismic-induced horizontal forces, and poorly understood 
interactions between floor diaphragms and walls, supporting beams, and reinforced concrete 
(RC) moment frames (Gonzalez et al. (2017), Scarry (2014), Kam et al. (2011)). The complex 
interactions between diaphragms and other structural elements result in unpredictable seismic 
responses of buildings which often lead to damage to structural members that are designed to 
remain undamaged (Kam et al. (2011), Bull (2004), Wallace et al. (2012), Henry et al. (2017)).  

 
Earthquake numerical simulations of buildings have shown that the seismic-induced 

horizontal forces in floor diaphragms can be large relative to the strength of the floor 
diaphragms. These excessive forces can lead to an inelastic and potentially non-ductile response 
of the diaphragms (Fleischman and Farrow (2001)). The contribution of the second and higher-
mode responses to the total dynamic response of buildings (termed higher-mode effects) may 
contribute to the excessive forces and floor total accelerations (Sewell et al. (1986), Chopra 
(2007)). It has been shown that high floor accelerations due to the higher-mode effects can be 
expected in buildings with SFRS that develop a flexural yield mechanism at the base, such as 
flexural-dominant RC structural walls (Chopra (2007), Priestley and Amaris (2002), Wiebe sand 
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Christopoulos (2009), Panagiotou and Restrepo (2009), Tsampras et al. (2016)). 
 
The Alternative Design Provisions for Diaphragms per ASCE/SEI 7-22 (2021) Section 

12.10.3 provides estimates of the seismic-induced horizontal forces that can be used to design 
floor diaphragms. These force estimates were developed based on analysis of experimental data 
from shaking table tests (Panagiotou et al. (2011), Chen et al. (2016)) and earthquake numerical 
simulations (Choi et al. (2008), Fleischman (2013)). These force estimates consider the higher-
mode effects. Thus, it is expected that they should result in more accurate estimates of the 
seismic-induced horizontal forces for the design of floor diaphragms. 

 
The California Strong Motion Instrumentation Program (CSMIP) funds projects that 

utilize recorded acceleration response data to validate the seismic design provisions. In response 
to the Request for Proposal No. 1020-005 in 2020, Tsampras submitted a proposal that aimed to 
validate the seismic design provisions for diaphragms and assess the higher-mode responses on 
earthquake-resistant buildings by utilizing strong-motion acceleration data available in the 
Center for Engineering Strong Motion Data (CESMD). In 2022, CSMIP awarded a grant, and 
Tsampras and Mayorga initiated their research toward assessing the design provisions. Mayorga 
and Tsampras (2022) presented their first progress report during the 2022 Strong Motion 
Instrumentation Seminar (SMIP). More specifically, the authors focused on the estimation of the 
location of the center of rigidity from the recorded response data and the comparison between the 
peak floor accelerations at the estimated center of rigidity and the design acceleration 
coefficients computed using the equations in ASCE/SEI 7-22 Section 12.10.3.  

 
The preliminary analysis showed that most of the building stations have not been 

subjected to ground motions with intensities comparable to the design-level earthquake intensity 
since they were instrumented. In support of this statement, Figure 1 shows the ratios of the peak 
floor accelerations 𝑃𝑃𝑃𝑃𝐴𝐴𝑥𝑥 over the design acceleration coefficients 𝐶𝐶𝑝𝑝𝑥𝑥 at three different locations 
over the height of multiple building stations (i.e., ℎ𝑥𝑥/ℎ𝑛𝑛 = 0.4, 0.8, and 1.0) with respect to the 
ratios of the ground motion spectral accelerations at the first-mode period 𝑆𝑆𝑎𝑎(𝑇𝑇1,ℎ𝑥𝑥/ℎ𝑛𝑛 =
0.0) = 𝑆𝑆𝑎𝑎(𝑇𝑇1) over the design spectral accelerations at the first-mode period 𝑆𝑆𝑎𝑎𝑎𝑎(𝑇𝑇1). The figure 
shows that most of the seismic events resulted in ratios 𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎(𝑇𝑇1) below 0.5. The results 
shown in Figure 1 indicate a lack of recorded acceleration response data from seismic events that 
result in spectral demands close to the design-level earthquake spectral demand. This introduces 
two challenges. The first challenge is that the acceleration coefficients need to be at the 
earthquake intensity of the recorded ground motions to compare them with the peak floor 
accelerations recorded at the building stations. The second challenge is that the inelastic response 
of the building stations subjected to the recorded ground motions is limited, therefore, the values 
of the redaction factor 𝑅𝑅 and overstrength factor Ω0 need to be adjusted according to the level of 
inelastic response at which the building stations were subjected. The ongoing research presented 
in this paper shows how these challenges can be addressed. 
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Figure 1. Ratio of the peak floor accelerations over design acceleration coefficients at three 
different locations over the height of the building stations subjected to various seismic events 
with respect to the ratio of the ground motion spectral acceleration over the design spectral 
acceleration at the first-mode period 

The objective of this paper is to disseminate the ongoing research toward the validation 
of the seismic design provisions for diaphragms and assessment of the higher-mode responses on 
earthquake-resistant buildings by utilizing strong motion acceleration data available in the 
CESMD. This paper presents a summary of the equations used to compute the design 
acceleration coefficients per ASCE/SEI 7-22 Section 12.10.3, a workflow including the 
calculations required for the assessment of the design provisions, estimates of the first-, second-, 
and third-mode periods, estimates of the seismic performance factors 𝑅𝑅 and Ω0 based on the 
peak roof drift obtained from the recorded response data, four scaling approaches for the design 
acceleration coefficients, and a comparison between the design-based modified acceleration 
coefficients and the measured peak floor accelerations over the height of the buildings.  

 
Data and metadata from a larger number of building stations are considered in this paper 

compared to the building stations considered by Mayorga and Tsampras (2022). Buildings within 
the California Geological Survey Network (CE) that have been subjected to peak floor 
accelerations larger than 0.2g without restriction on the number of stories are considered in this 
analysis.  

 
ASCE/SEI 7-22 Section 12.10.3 Alternative Design Provisions for Diaphragms 

 
In-plane seismic design forces for diaphragms, including chords, collectors, and their 

connections to the vertical elements are given in Section 12.10.3 Alternative Design Provisions 
for Diaphragms of the ASCE/SEI 7-22. The in-plane seismic design forces are defined as 

 
𝑃𝑃𝑝𝑝𝑥𝑥 = 𝐶𝐶𝑝𝑝𝑝𝑝

𝑅𝑅𝑠𝑠
𝑤𝑤𝑝𝑝𝑥𝑥 ≥ 0.2 𝑆𝑆𝐷𝐷𝐷𝐷𝐼𝐼𝑒𝑒𝑤𝑤𝑝𝑝𝑥𝑥     (1) 

 
where 𝐶𝐶𝑝𝑝𝑥𝑥 is the design acceleration coefficient at level 𝑥𝑥, 𝑤𝑤𝑝𝑝𝑥𝑥 is the weight tributary to the 
diaphragm at level 𝑥𝑥, 𝑅𝑅𝑠𝑠 is the diaphragm design force reduction factor, 𝑆𝑆𝐷𝐷𝐷𝐷 is the design, 5% 
damped, spectral response acceleration parameter at short periods, and 𝐼𝐼𝑒𝑒 is the building 
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importance factor. The distribution of design acceleration coefficients over the normalized 
building height is presented in Figure 2. In this figure, 𝑁𝑁 is the number of stories above the base, 
ℎ𝑥𝑥 is the height above the base to the level 𝑥𝑥, ℎ𝑛𝑛 is the vertical distance from the base to the 
highest level 𝑛𝑛 of the SFRS of the structure, and 𝐶𝐶𝑝𝑝0 is the diaphragm acceleration coefficient at 
the base. 𝐶𝐶𝑝𝑝0 is computed as 
 

𝐶𝐶𝑝𝑝0 = 0.4𝑆𝑆𝐷𝐷𝐷𝐷𝐼𝐼𝑒𝑒     (2) 
 
𝐶𝐶𝑝𝑝𝑝𝑝 is the diaphragm design acceleration coefficient at 80% of ℎ𝑛𝑛 calculated as 
 

𝐶𝐶𝑝𝑝𝑝𝑝 = max (0.8𝐶𝐶𝑝𝑝0, 0.9Γ𝑚𝑚1Ω0𝐶𝐶𝑠𝑠)    (3) 
 
where Γ𝑚𝑚1 = 1 + 𝑧𝑧𝑠𝑠(1 − 1/𝑁𝑁)/2 is the first modal contribution factor, Ω0 is the overstrength 
factor, and 𝐶𝐶𝑠𝑠 is the seismic response coefficient in accordance with Section 12.8.1.1 of the 
ASCE/SEI 7-22. The term 𝐶𝐶𝑝𝑝𝑛𝑛 is the diaphragm design acceleration coefficient at ℎ𝑛𝑛 computed 
as 
 

𝐶𝐶𝑝𝑝𝑛𝑛 = �(Γ𝑚𝑚1Ω0𝐶𝐶𝑠𝑠)2 + (Γ𝑚𝑚2𝐶𝐶𝑠𝑠2)2 ≥ 𝐶𝐶𝑝𝑝𝑝𝑝    (4) 
 
where 
 

𝐶𝐶𝑠𝑠2 = �min � 𝐼𝐼𝑒𝑒𝐷𝐷𝐷𝐷1
0.03(𝑁𝑁−1) , (0.15𝑁𝑁 + 0.25)𝐼𝐼𝑒𝑒𝑆𝑆𝐷𝐷𝐷𝐷, 𝐼𝐼𝑒𝑒𝑆𝑆𝐷𝐷𝐷𝐷� , 𝑁𝑁 ≥ 2

0                                                     , 𝑁𝑁 = 1
  (5) 

 
is the higher-mode seismic response coefficient and Γ𝑚𝑚2 = 0.9𝑧𝑧𝑠𝑠(1 − 1/𝑁𝑁)2. 𝑁𝑁 was previously 
defined and 𝑧𝑧𝑠𝑠 is the mode shape factor defined in Section 12.10.3.2.1 of the ASCE/SEI 7-22.  
 

 
Figure 2. Calculation of the design acceleration coefficients in buildings with N ≤ 2 and in 
buildings with N ≥ 3 (Figure 12.10-2 in ASCE/SEI 7-22) 

 
Equation (5) considers that the periods of the higher modes probably lie on the ascending, 

constant, or first descending branch of the two-period design response spectrum given by 
ASCE/SEI 7-22.  

 



SMIP23 Seminar Proceedings 

43 
 

Workflow for Analysis of Recorded Data and Metadata 
 
 A workflow for the analysis of the recorded data and metadata to assess the seismic 
design provisions for diaphragms has been developed using the open-source programming 
language Python (Van Rossum and Drake (2009)). This workflow allows us to analyze data and 
metadata available in the CESMD along with metadata that we have generated and appended to 
the existing datasets. Seventy-seven combinations of building stations and seismic events have 
been analyzed using the workflow.  
 

The workflow in its current form is executed in sixteen steps. Figure 3 shows a schematic 
representation of these steps with application to one example building station. Each step in the 
analysis workflow shown in the figure is summarized as follows: 
 

• Step 1: The data and metadata are loaded into the workflow. The loaded database 
includes information available on the CESMD database along with information that has 
been manually extracted from drawings and other sources available for the building 
stations, their sites, and seismic events.  

• Step 2: For the analysis of a specific building station under the selected seismic events 
indicated in the information incorporated in Step 1, the analyst selects the building station 
of interest. Analysis of the data and metadata of all building stations loaded in Step 1 can 
be performed as well.  

• Step 3: A database is created within Python using Pandas DataFrames (type of database 
variable in Python).  

• Step 4: The recorded accelerations for each channel are plotted and saved for checking 
purposes.  

• Step 5: The peak recorded accelerations for each channel are computed and plotted over 
the height of the building station for checking purposes. 

• Step 6: The location of the center of rigidity at each sufficiently instrumented floor is 
estimated using the method proposed by Şafak and Çelebi (1990) along with the utilization 
of the recorded acceleration data (Mayorga and Tsampras (2022)). Plots of the coherence 
area, a measure of the correlation between the translational and torsional responses, with 
respect to the estimated position of the center of rigidity in the floor plan are provided for 
the selected seismic events. If multiple seismic events are available, the potential shift of 
the estimated location of the center of rigidity can be computed from the derived data.  

• Step 7: The estimation of the center of rigidity using recorded data allows the 
decomposition of the floor displacement, velocity, and acceleration data to horizontal 
translational and torsional floor displacements, velocities, and accelerations. The 
accuracy of the estimation of the location of the center of rigidity determines the accuracy 
of the decomposition of the translational and torsional components of the recorded floor 
displacements, velocities, and accelerations.  

• Step 8: The spectral accelerations at instrumented floors are computed for the selected 
seismic events. The results are compared with the metadata already available in the 
CESMD for checking purposes. 

• Step 9: The first-mode translational periods in the two directions of the building station 
are estimated considering the SFRS (based on metadata added manually in the expanded 
database), the building height, and the peak ground velocity using the empirical equations 
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derived by Xiang at al. (2016). See Section “Estimation of First-, Second- and Third-
mode Periods”. 

• Step 10: The second- and third-mode translational periods are computed based on the 
estimated first-mode period using the analytical equations derived by Miranda and 
Taghavi (2005). See Section “Estimation of First-, Second- and Third-mode Periods”. 

• Step 11: The design spectrum for the specific building station is computed along with the 
design spectral accelerations and ground motion spectral accelerations at first-, second-, 
and third-mode translational periods of the building station in two horizontal directions. 
The ratio of the ground spectral acceleration over the design spectral accelerations at each 
period is also computed and stored in the expanded database as additional metadata.  

• Step 12: The design acceleration coefficients for the two translational directions of the 
building station are computed using the design equations per ASCE/SEI 7-22 Section 
12.10.3. The design acceleration coefficients are also computed using the design 
equations per ASCE/SEI 7-22 Section 12.10.1. for comparison purposes. 

• Step 13: The distribution of the translational components of the recorded peak floor 
accelerations over the height of the building station is compared with the distribution of 
the design acceleration coefficients over the height of the building station. 

• Step 14: 𝑅𝑅 and 𝛺𝛺0 at the earthquake intensity of the measured ground motions are 
estimated based on the peak roof drift at the center of rigidity computed using the 
displacement time-histories given in the CESMD dataset. See Section “Estimation of 
Seismic Performance Factors”. 

• Step 15: The design acceleration coefficients are scaled to the measured (recorded) 
earthquake intensity using four scaling approaches. See Section “Design-based Modified 
Acceleration Coefficients”. 

• Step 16: Metrics to quantify the difference in magnitude and distribution over the 
building height of the design-based modified acceleration coefficients and the peak floor 
accelerations are computed. See Section “Preliminary Comparison between Scaled 
Acceleration Coefficients and Measured Peak Floor Accelerations”. 

 
Buildings Stations 

 
 A set of seventy-seven instrumented buildings that are part of the CSMIP were selected 
to compare their peak floor accelerations to the design acceleration coefficients. The building 
stations considered in this analysis belong to the California Geological Survey Network (CE). 
They have various numbers of stories, mostly below 20 stories. They were designed for risk 
categories II or IV. Their foundation soils were classified as B, C, or D. They have been 
subjected to ground motions that resulted in recorded peak floor accelerations larger than 0.2g 
since they were instrumented.  
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Figure 3. Schematic representation of the workflow and application to one example building 
station 
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Forty-three cases of analysis, each of which corresponds to one building station and one 
or more seismic events, are considered. Table 1 lists the station of measurement, recorded 
seismic events, design date, design code, number of stories, building risk category, site class, 
spectral response acceleration parameter at short periods 𝑆𝑆𝑠𝑠, and spectral response acceleration 
parameter at a period of 1 [s] 𝑆𝑆1 for each analysis case. These spectral response acceleration 
parameters are obtained based on the building location in terms of latitude and longitude given 
on the CESMD website https://www.strongmotioncenter.org/ and the risk category defined in 
terms of the building use or occupancy. 
 
Table 1. Analysis case, station of measurement, recorded seismic event, design date, design 
code, number of stories, building risk category, site class, spectral response acceleration 
parameter at short periods Ss, and spectral response acceleration parameter at a period of 1 [s] S1 

Case Station Recorded 
seismic events 

Design 
date 

Design 
code** 

Number 
of 

stories* 

Risk 
Category 

Site 
Class 

𝑆𝑆𝑠𝑠[g] 
***** 

𝑆𝑆1[g] 
***** 

1 CE14654 Northridge (1994) 1985 UBC-82 14 II D 1.851 0.652 
2 CE24236 Whittier (1987) 1925 -- 14 II D 2.092 0.750 

3 CE24322 
*** 

Northridge (1994), 
Encino (2014) 1964 -- 13 II D 1.962 0.700 

4 CE24464 Northridge (1994) 1967 LABC-66 20 II C 2.082 0.747 
5 CE24566 Northridge (1994) 1971 -- 12 II C 2.090 0.762 
6 CE24569 Northridge (1994) 1961 LABC-60 15 II C 1.993 0.710 

7 CE24601 Landers (1992), 
Northridge (1994) 1980 -- 17 II C 1.978 0.705 

8 CE24602 
Sierra Madre (1991), 
Northridge (1994), 
Chino Hills (2008) 

1988-
90 -- 52 II C 1.967 0.700 

9 CE24643 Northridge (1994) 1967 -- 19 II D 2.082 0.744 
10 CE24680 Encino (2014) 1965 LABC-64 14 II D 2.270 0.720 

11 CE57357 
**** 

Mt. Lewis (1986), 
Loma Prieta (1989) 1972 -- 13 II D 1.530 0.523 

12 CE58480 Loma Prieta (1989) 1964 -- 18 II D 1.500 0.600 
13 CE58483 Loma Prieta (1989) 1964 -- 24 II C 1.802 0.686 
14 CE58639 Berkeley (2018) 1975 UBC-73 13 II D 1.865 0.711 
15 CE12266 Palm Springs (1986) 1970  -- 1 II D 2.122 0.856 
16 CE12284 Palm Springs (1986) 1974  -- 4 II D 1.500 0.610 
17 CE12299 Palm Springs (1986) 1967  -- 4 IV D 1.814 0.754 
18 CE13213 Borrego Springs (2010) 1994  -- 3 IV D 1.773 0.694 

19 CE13589 Landers (1992), 
Northridge (1994) 1971  -- 10 IV D 1.384 0.494 

20 CE14311 Whittier (1987) 1968  -- 5 II D 1.546 0.556 

21 CE14606 

Northridge (1994), 
Chino Hills (2008), 
Whittier Narrows 

(2010) 

1984 UBC-83 8 II D 1.842 0.657 

22 CE23285 Landers (1992), 
Northridge (1994) 1968  -- 5 II D 2.384 1.014 

23 CE23287 

Landers (1992), 
Northridge (1994), San 

Bernardino (2009), 
Borrego Springs (2010) 

1970  -- 6 II D 2.438 0.977 

24 CE23495 

Palm Springs (1986), 
Landers (1992),  
Big Bear (1992), 
Cabazon (2018), 

ci38457511 (2019) 

1971  -- 1 II D 1.890 0.744 

https://www.strongmotioncenter.org/
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE14654&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24236&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24322&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24464&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24566&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24569&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24601&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24602&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24643&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24680&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE57357&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE58480&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE58483&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE58639&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE12266&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE12284&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE12299&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE13213&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE13589&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE14311&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE14606&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE23285&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE23287&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE23495&network=CGS
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Case Station Recorded 
seismic events 

Design 
date 

Design 
code** 

Number 
of 

stories* 

Risk 
Category 

Site 
Class 

𝑆𝑆𝑠𝑠[g] 
***** 

𝑆𝑆1[g] 
***** 

25 CE23511 Chino Hills (2008) 1971  -- 2 II D 1.762 0.639 
26 CE23516 Landers (1992) 1983  -- 3 II D 2.453 0.983 

27 CE24385 
Whittier (1987), Sierra 

Madre (1991), 
Northridge (1994) 

1974  -- 10 II D 2.017 0.699 

28 CE24386 Northridge (1994) 1965  -- 7 II D 2.115 0.712 
29 CE24517 Landers (1992) 1974  -- 3 II D 1.500 0.600 

30 CE24571 Sierra Madre (1991), 
Landers (1992) 1963  -- 9 II C 2.090 0.761 

31 CE24571 
****** Northridge (1994) 1963  -- 9 II C 2.090 0.761 

32 CE24609 

Landers (1992), 
Northridge (1994), 
ci38443183 (2019), 
ci38457511 (2019) 

1986 UBC-79 5 IV D 1.500 0.600 

33 CE57355 
Morgan Hill (1984), 
Loma Prieta (1989), 
Alum Rom (2007) 

1964  -- 10 II D 1.500 0.600 

34 CE57356 
Morgan Hill (1984), 
Loma Prieta (1989), 
Alum Rock (2007) 

1971  -- 10 II D 1.500 0.600 

35 CE58334 
Piedmont (2007), 
Berkeley (2011), 
Piedmont (2015) 

1973  -- 3 II B 2.161 0.834 

36 CE13698 Lake Elsinore (2007), 
Chino Hills (2008) 1991  -- 2 II D 2.024 0.797 

37 CE23634 
Landers (1992),  
Big Bear (1992), 

Northridge (1994) 
1991  -- 5 IV D 2.287 0.914 

38 CE24104 Chatsworth (2007) 1983  -- 2 IV D 2.055 0.724 
39 CE24248 ci38695658 (2020) 1986  -- 9 IV C 2.287 0.914 
40 CE24370 Whittier (1987) 1976  -- 6 II D 2.023 0.694 

41 CE24463 Whittier (1987), 
Northridge (1994) 1970 LABC-70 5 II D 1.898 0.676 

42 CE24514 Whittier (1987), 
Northridge (1994) 1976  -- 6 IV C 2.653 0.857 

43 CE47459 Morgan Hill (1984), 
Loma Prieta (1989) 

1948 & 
1955  -- 4 II D 2.588 0.967 

* Number of stories above the ground level 
** Design code given in the building station websites. UBC: Uniform Building Code. LABC: Los Angeles Building Code. 
*** The building was strengthened with friction dampers after the 1994 Northridge Earthquake. 
**** 96 dampers were installed after the Loma Prieta Earthquake to reduce building movement. 
***** 𝑆𝑆𝑠𝑠 and 𝑆𝑆1 are obtained based on the building location and Risk Category. 
****** Building station CE24571 was divided into two analysis cases because the data from Channel 7 on the second floor was 
not found for the seismic events associated with the analysis case 30.  

 
The SFRS for the analysis cases given in Table 1 are assumed based on the design date 

(and design code when available). Bearing walls, Steel braced frames, RC walls, Masonry walls, 
Steel moment frames, RC moment frames, Steel dual systems, and RC dual systems are 
considered. The dual systems are SFRS composed of a combination of walls or braced frames 
and moment frames where the moment frames can resist at least 25% of the prescribed seismic 
forces.  

 
Table 2 lists the assumed SFRS, the corresponding response modification coefficient 𝑅𝑅, 

overstrength factor 𝛺𝛺0, and the deflection amplification factor 𝐶𝐶𝑎𝑎. The seismic performance 

https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE23511&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE23516&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24385&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24386&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24517&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24571&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24571&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24609&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE57355&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE57356&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE58334&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE13698&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE23634&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24104&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24248&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24370&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24463&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE24514&network=CGS
https://www.strongmotioncenter.org/cgi-bin/CESMD/stationhtml.pl?stationID=CE47459&network=CGS
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factors 𝑅𝑅, Ω0, and 𝐶𝐶𝑎𝑎 are obtained from ASCE/SEI 7-22 Table 12.2-1.  
 
Table 2. Assumed seismic force-resisting systems, response modification coefficients R, 
overstrength factors Ω0, and deflection amplification factor Cd 

Case 
Assumed Seismic  

Force-resisting  
System (SFRS) in 𝑥𝑥 and 𝑦𝑦 directions* 

Response  
modification  

coefficient 𝑅𝑅 in 𝑥𝑥 and 
𝑦𝑦 directions 

Overstrength factor Ω0 
in 𝑥𝑥 and 𝑦𝑦 directions 

Deflection 
amplification factor 

C𝑎𝑎 in 𝑥𝑥 and 𝑦𝑦 
directions 

1 Steel dual systems 6.0 2.5 5.0 
2 RC dual systems 5.5 2.5 4.5 
3 RC moment frames 5.0 3.0 4.5 
4 RC moment frames 5.0 3.0 4.5 
5 Steel moment frames 4.5 3.0 4.0 
6 Steel moment frames 4.5 3.0 4.0 
7 Bearing walls 4.0 2.5 4.0 
8 Steel braced frames 6.0 2.0 5.0 

9 Steel moment frames, Steel braced 
frames 4.5, 6.0 3.0, 2.0 4.0, 5.0 

10 RC dual systems 5.5 2.5 4.5 
11 Steel moment frames 4.5 3.0 4.0 
12 Steel moment frames 4.5 3.0 4.0 
13 RC dual systems 5.5 2.5 4.5 
14 Bearing walls 4.0 2.5 4.0 
15 Bearing walls 1.5 2.5 1.5 
16 RC walls 5.0 2.5 4.5 
17 Steel moment frames 4.5 3.0 4.0 
18 Steel moment frames 4.5 3.0 4.0 
19 RC walls 5.0 2.5 4.5 
20 Bearing walls 4.0 2.5 4.0 
21 Bearing walls 3.5 2.5 2.25 
22 RC walls 5.0 2.5 4.5 
23 Bearing walls 4.0 2.5 4.0 
24 Bearing walls 4.0 2.5 4.0 
25 RC moment frames 5.0 3.0 4.5 
26 Steel moment frames 4.5 3.0 4.0 
27 RC dual systems 5.5 2.5 4.5 
28 RC dual systems 5.5 2.5 4.5 
29 Masonry walls 2.0 2.5 2.0 
30 RC moment frames 5.0 3.0 4.5 
31 RC moment frames 5.0 3.0 4.5 
32 Steel moment frames 4.5 3.0 4.0 
33 RC moment frames, RC walls 5.0 3.0, 2.5 4.5 
34 Bearing walls 4.0 2.5 4.0 
35 RC walls 5.0 2.5 4.5 
36 Steel dual systems 6.0 2.5 5.0 
37 Steel moment frames 4.5 3.0 4.0 
38 Steel moment frames 4.5 3.0 4.0 
39 Steel braced frames 8.0 2.0 4.0 
40 Steel moment frames 4.5 3.0 4.0 
41 RC moment frames 5.0 3.0 4.5 
42 RC walls 5.0 2.5 4.5 
43 RC walls 5.0 2.5 4.5 

* The SFRS are assumed based on the definitions given in Table 12.2-1 of the ASCE/SEI 7-22. 
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Estimation of First-, Second-, and Third-mode Periods 
 

The first-mode translational periods in the two directions of the building stations are 
estimated using the empirical equations proposed by Xiang et al. (2016). They identified the 
modal quantities (i.e., natural periods and equivalent viscous damping ratios) of ninety-four 
building stations using three time-domain and one frequency-domain system identification 
methods considering more than one thousand seismic records. They combined the results from 
these system identification methods to obtain unique values of the first-mode period and 
damping ratio for each combination of building station and seismic event. They proposed 
simplified and practical equations for the first-mode period and damping ratio in terms of 
structural system type, building height, and peak ground velocity. The equations are used to 
estimate the first-mode period for each combination of building station and seismic event listed 
in Table 1. The assumed SFRS given in Table 2, the building heights obtained from the building 
station websites, and the recorded peak ground velocities are considered as inputs for the 
equations proposed by Xiang et al. (2016). 

 
The second- and third-mode periods are estimated using the analytical equations derived 

by Miranda and Taghavi (2005). They used a simplified model based on an equivalent 
continuum structure consisting of a combination of a flexural beam and a shear beam to 
approximate the dynamic characteristics of buildings. Assuming uniform distributions of mass 
and stiffness over the height of the building, they presented the following closed-form solution 
for the period ratios 

 
𝑇𝑇𝑖𝑖
𝑇𝑇1

= 𝛾𝛾1
𝛾𝛾𝑖𝑖
�𝛾𝛾12+𝛼𝛼02

𝛾𝛾𝑖𝑖
2+𝛼𝛼02

       (6) 

 
where 𝑇𝑇𝑝𝑝 is the 𝑖𝑖th-mode period, 𝛾𝛾𝑝𝑝 is the eigenvalue parameter associated with the 𝑖𝑖th-mode 
period, and 𝛼𝛼0 is a nondimensional parameter that controls the degree of participation of the 
overall flexural and overall shear deformations to the total deformation in the simplified models 
of multistory buildings. 𝛾𝛾𝑝𝑝   is the 𝑖𝑖th-root of the characteristic equation 
 

2 + �2 + 𝛼𝛼04

𝛾𝛾𝑖𝑖
2�𝛾𝛾𝑖𝑖

2+𝛼𝛼02�
 � 𝑐𝑐𝑐𝑐𝑐𝑐(𝛾𝛾𝑝𝑝) cosh��𝛾𝛾𝑝𝑝2 + 𝛼𝛼02� + 𝛼𝛼02

𝛾𝛾𝑖𝑖�𝛾𝛾𝑖𝑖
2+𝛼𝛼02

𝑐𝑐𝑖𝑖𝑛𝑛(𝛾𝛾𝑝𝑝) sinh��𝛾𝛾𝑝𝑝2 + 𝛼𝛼02� = 0 (7) 

 
and 𝛼𝛼0 usually ranges from 0 to 1.5 for shear wall and braced frame buildings, from 1.5 to 5 for 
dual system buildings, and from 5 to 20 for moment-resisting frame buildings (Miranda and 
Reyes (2002)). 

 
Equation (6) is used to estimate the second- and third-mode periods for each combination 

of building station and seismic event listed in Table 1. Values of 𝛼𝛼0 equal to 0.75 for shear wall 
and braced frame buildings, 3.25 for dual system buildings, and 12.5 for moment-resisting frame 
buildings are assumed (Miranda and Reyes (2002), Taghavi and Miranda (2005)).  
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Estimation of Seismic Performance Factors 
 

 The definition of the seismic performance factors 𝑅𝑅 and Ω0 used to compute the design 
acceleration coefficients per ASCE/SEI 7-22 Section 12.10.3 assumes that buildings are 
subjected to a design-level earthquake intensity ground motion. Most of the building stations 
considered in this study were subjected to ground motions with an earthquake intensity lower 
than the design level. Thus, the acceleration coefficients must be computed using ASCE/SEI 7-
22 considering 𝑅𝑅 and Ω0 values modified to account for the reduced intensity of ground motions. 
The computed acceleration coefficients can be compared with the recorded peak floor 
accelerations. This section presents a simplified and practical way to estimate 𝑅𝑅 and Ω0 based on 
the peak roof drift computed at the estimated center of rigidity as a measure of the level of 
inelastic response of the building.  
 

The seismic performance factors are defined in terms of the global inelastic response of 
the SFRS idealized as the pushover curve presented in Figure 4. This figure is based on Figure 1-
1 in FEMA P695 (2009), in which 𝑅𝑅, Ω0, and 𝐶𝐶𝑎𝑎 are represented as incremental differences 
despite they are dimensionless ratios of forces, accelerations, or displacements. In Figure 4, 𝑉𝑉𝐸𝐸 
represents the force that would be developed in the SFRS if the system remained entirely 
linear-elastic for the design-level earthquake ground motion. 𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥 represents the actual 
maximum strength of the fully yielded system, and 𝑉𝑉 is the seismic base shear required for 
design. 𝑅𝑅 and Ω0 are defined as 

 
𝑅𝑅 = 𝑉𝑉𝐸𝐸

𝑉𝑉
       (8) 

and 
Ω0 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑝𝑝

𝑉𝑉
      (9) 

 
, respectively. 𝛿𝛿𝐸𝐸 represents the roof drift of the SFRS corresponding to 𝑉𝑉𝐸𝐸, 𝛿𝛿𝐸𝐸/𝑅𝑅 represents the 
roof drift of the SFRS corresponding to 𝑉𝑉, and 𝛿𝛿 represents the roof drift of the SFRS 
corresponding to the design-level earthquake ground motion assuming that the system has 
reached the plastic range. 𝐶𝐶𝑎𝑎 is defined as 
 

𝐶𝐶𝑎𝑎 = 𝛿𝛿
𝛿𝛿𝐸𝐸
𝑅𝑅      (10) 
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Figure 4. Illustration of seismic performance factors (R, Ω0, and Cd) 

 For a measured (recorded) ground motion with an intensity lower than the design-level 
earthquake, the relationship of the expected base shear demand and the expected roof drift 
demand is represented by the red curve in Figure 4. The seismic performance factors 𝑅𝑅𝑚𝑚 and 
Ω0𝑚𝑚 at the measured roof drift 𝛿𝛿𝑚𝑚 (point 4) are lower than the 𝑅𝑅 and Ω0 expected for the design-
level earthquake ground motion (point 3), respectively. Considering that the pushover curve is a 
property of the system, 𝑅𝑅𝑚𝑚 varies between 1.0 when 𝛿𝛿𝑚𝑚 = 𝛿𝛿𝐸𝐸/𝑅𝑅 and 𝑅𝑅 when 𝛿𝛿𝑚𝑚 =  𝛿𝛿𝐸𝐸 
(variation between points 1 and 3), and Ω0𝑚𝑚 varies between 1.0 when 𝛿𝛿𝑚𝑚 = 𝛿𝛿𝐸𝐸/𝑅𝑅 and Ω0 when 
𝛿𝛿𝑚𝑚 = 𝛿𝛿 (variation between points 1 and 2). Assuming that the deformation of the building 
follows the first-mode translational shape, the roof drift of the yielded building corresponding to 
the design-level earthquake ground motion is equal to the design upper limit or allowable story 
drift Δ𝑎𝑎 given in ASCE/SEI 7-22 Table 12.12-1 for ℎ𝑠𝑠𝑥𝑥 = ℎ𝑛𝑛 (i.e., 𝛿𝛿 = Δ𝑎𝑎), and a linear 
variation of 𝑅𝑅𝑚𝑚 and Ω0𝑚𝑚 in terms of 𝛿𝛿𝑚𝑚, the seismic performance factors for a measured ground 
motion can be estimated as 
 

𝑅𝑅𝑚𝑚 =

⎩
⎪
⎨

⎪
⎧ 1.0, 𝛿𝛿𝑚𝑚 < 𝛿𝛿𝐸𝐸

𝑅𝑅
= Δ𝑚𝑚

𝐶𝐶𝑑𝑑

1.0 + (𝑅𝑅−1.0)
Δ𝑚𝑚/𝐶𝐶𝑑𝑑(𝑅𝑅−1.0)

(𝛿𝛿𝑚𝑚 − Δ𝑎𝑎/𝐶𝐶𝑎𝑎), Δ𝑚𝑚
𝐶𝐶𝑑𝑑
≤ 𝛿𝛿𝑚𝑚 < Δ𝑚𝑚

𝐶𝐶𝑑𝑑
𝑅𝑅

𝑅𝑅, 𝛿𝛿𝑚𝑚 ≥ 𝛿𝛿𝐸𝐸 = Δ𝑚𝑚
𝐶𝐶𝑑𝑑
𝑅𝑅

   (11) 

 
and 
 

Ω0𝑚𝑚 =

⎩
⎪
⎨

⎪
⎧ 1.0, 𝛿𝛿𝑚𝑚 < 𝛿𝛿𝐸𝐸

𝑅𝑅
= Δ𝑚𝑚

𝐶𝐶𝑑𝑑

1.0 + (Ω0−1.0)
Δ𝑚𝑚(1.0−1/𝐶𝐶𝑑𝑑)

(𝛿𝛿𝑚𝑚 − Δ𝑎𝑎/𝐶𝐶𝑎𝑎), Δ𝑚𝑚
𝐶𝐶𝑑𝑑
≤ 𝛿𝛿𝑚𝑚 < Δ𝑎𝑎

Ω0, 𝛿𝛿𝑚𝑚 ≥ Δ𝑎𝑎

   (12) 

 
 
, respectively.  
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The authors acknowledge that this approach assumes that either the allowable roof drift 
controls the design or it is close to the roof drift corresponding to the design-level earthquake 
ground motion assuming that the system has reached the plastic range. The authors also 
acknowledge that the variation of the overstrength factor in terms of the roof drift is not linear. 
However, it is considered a practical approximation of 𝑅𝑅𝑚𝑚 and Ω0𝑚𝑚 used to compute the design 
acceleration coefficients per ASCE/SEI 7-22 Section 12.10.3 for measured ground motions with 
earthquake intensities different to the design-level earthquake intensity considering multiple 
building stations with various SFRS. The authors will continue the assessment of the 
assumptions during the remaining duration of the ongoing project. 

 
Design-based Modified Acceleration Coefficients 

 
 The design acceleration coefficients are modified to consider the earthquake intensity of 
the measured ground motions. Four scaling approaches are used to modify the design 
acceleration coefficients. The design-based modified acceleration coefficients are compared with 
the peak floor accelerations at the center of rigidity induced by the measured ground motions.  
 
Approach 1 
 
 This approach considers the design acceleration coefficients per ASCE/SEI 7-22 Section 
12.10.3 scaled with respect to the ratio of the ground motion spectral acceleration over the design 
spectral acceleration at the estimated first-mode period (𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎  (𝑇𝑇1)). This approach 
represents a case in which the design acceleration spectrum is scaled by 𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎  (𝑇𝑇1) 
assuming the 𝑅𝑅 and Ω0 corresponding to a  building behaving in the plastic range. 
 
Approach 2 
 
 This approach considers the design acceleration coefficients per ASCE/SEI 7-22 Section 
12.10.3 using 𝑅𝑅 = 1.0 and Ω0 = 1.0 scaled with respect to the ratio of the ground motion 
spectral acceleration over the design spectral acceleration at the estimated first-mode period 
(𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎  (𝑇𝑇1)). This approach represents a case in which the design acceleration spectrum is 
scaled by 𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎  (𝑇𝑇1) assuming the 𝑅𝑅 and Ω0 corresponding to a building behaving in the 
linear-elastic range. 
 
Approach 3 
 

This approach considers the design acceleration coefficients per ASCE/SEI 7-22 Section 
12.10.3 using 𝑅𝑅 = 𝑅𝑅𝑚𝑚 and Ω0 = Ω0𝑚𝑚 scaled with respect to the ratio of the ground motion 
spectral acceleration over the design spectral acceleration at the estimated first-mode period 
(𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎  (𝑇𝑇1)). This approach represents a case in which the design acceleration spectrum is 
scaled by 𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎  (𝑇𝑇1) assuming the 𝑅𝑅 and Ω0 corresponding to a building with an inelastic 
response depending on the earthquake intensity of the measured ground motion. 
 
Approach 4 
 

This approach considers the design acceleration coefficients per ASCE/SEI 7-22 Section 
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12.10.3 using 𝐶𝐶𝑝𝑝0 = 𝑆𝑆𝑎𝑎(𝑇𝑇 = 0.0 [𝑐𝑐]) = 𝑃𝑃𝑃𝑃𝐴𝐴, 𝐶𝐶𝑠𝑠 = 𝑆𝑆𝑎𝑎(𝑇𝑇1), 𝐶𝐶𝑠𝑠2 = �(𝑆𝑆𝑎𝑎(𝑇𝑇2)2 +  𝑆𝑆𝑎𝑎(𝑇𝑇3)2), 𝑅𝑅 =
𝑅𝑅𝑚𝑚, and Ω0 = Ω0𝑚𝑚. This approach represents a case in which the design acceleration spectrum is 
modified in scale and shape taking into account the ground motion spectral accelerations at 𝑇𝑇 =
0 [𝑐𝑐] and at the first-, second-, and third-mode periods assuming the 𝑅𝑅 and Ω0 corresponding to a 
building with an inelastic response depending on the earthquake intensity of the measured 
ground motion. 

 
The first two scaling approaches represent extreme cases in terms of the level of inelastic 

response of the building stations. The third scaling approach includes the level of inelastic 
response based on the roof drift at the center of rigidity. The fourth scaling approach incorporates 
the shape of the ground motion spectral accelerations. The next section compares the magnitude 
and distribution over the building height of the design-based modified acceleration coefficients 
computed using the four scaling approaches with the peak floor accelerations at the center of 
rigidity from the measured ground motions. 
 

Preliminary Comparison between Design-based Modified Acceleration Coefficients and 
Measured Peak Floor Accelerations 

 
 The design-based modified acceleration coefficients introduced in the previous section 
are compared with the peak floor accelerations at the center of rigidity for each combination of 
building station and seismic event listed in Table 1. The magnitude and distribution over the 
building height of the design-based acceleration coefficients are compared with the magnitude 
and distribution over the building height of the peak floor accelerations at the center of rigidity.  
 
 The average ratio of the peak floor accelerations (𝑃𝑃𝑃𝑃𝐴𝐴𝑥𝑥) over the design-based modified 
acceleration coefficients (𝐶𝐶𝑝𝑝𝑥𝑥𝑚𝑚) through the floors of the building (i.e., 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 = (1/
𝑛𝑛)∑ 𝑃𝑃𝑃𝑃𝐴𝐴𝑥𝑥/𝐶𝐶𝑝𝑝𝑥𝑥𝑚𝑚𝑛𝑛

𝑥𝑥=0 ) is used as a metric to quantify the difference in magnitude between the 
design-based modified acceleration coefficients and the peak floor accelerations. 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 larger 
than 1.0 indicates that the design-based modified acceleration coefficients underestimate the 
peak floor accelerations and 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 lower than 1.0 indicates the design-based modified 
acceleration coefficients overestimate the peak floor accelerations. 
 

The average ratio of the amplification of the peak floor accelerations (𝑃𝑃𝑃𝑃𝐴𝐴𝑥𝑥/𝑃𝑃𝑃𝑃𝐴𝐴; 𝑃𝑃𝑃𝑃𝐴𝐴: 
peak ground acceleration) over the amplification of the design-based modified acceleration 
coefficients (𝐶𝐶𝑝𝑝𝑥𝑥𝑚𝑚/𝐶𝐶𝑝𝑝0𝑚𝑚) through the floors of the building (i.e., 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 = (1/𝑛𝑛)∑ [(𝑃𝑃𝑃𝑃𝐴𝐴𝑥𝑥/𝑛𝑛

𝑥𝑥=0
𝑃𝑃𝑃𝑃𝐴𝐴)/(𝐶𝐶𝑝𝑝𝑥𝑥𝑚𝑚/𝐶𝐶𝑝𝑝0𝑚𝑚)] is used as a metric to quantify the difference in the distribution over the 
height of the building between the design-based modified acceleration coefficients and the peak 
floor accelerations. 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 larger than 1.0 indicates that the design-based modified acceleration 
coefficients underestimate the amplification of the peak floor accelerations and 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 lower than 
1.0 indicates that the design-based modified acceleration coefficients overestimate the 
amplification of the peak floor accelerations over the height of the building. 

 
Figure 5 shows 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 and 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 in terms of the SFRS for each combination of building 

station and seismic events listed in Table 1 and the SFRS listed in Table 2. The four scaling 
approaches are shown in the figure. Each circular marker corresponds to one direction of 
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analysis (𝑥𝑥 or 𝑦𝑦) for one combination of building station and seismic event. The blue markers 
correspond to the scaling approach 1, the orange markers correspond to the scaling approach 2, 
the green markers correspond to the scaling approach 3, and the red markers correspond to the 
scaling approach 4. The square white markers correspond to mean values of 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 and 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 for 
each SFRS and scaling approach. The mean values and coefficients of variation of 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 and 
𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 are presented in Table 3 and Table 4, respectively. These tables also include the count of 
combinations of building stations and seismic events considering each direction of analysis as an 
independent data point. The last rows of Table 3 and Table 4 correspond to the mean values and 
coefficients of variations of 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 and 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝, respectively, considering all the SFRS. 
 

 
Figure 5. rmag and ramp ratios in terms of the SFRS for each combination of building station 
and seismic events listed in Table 1 and the SFRS listed in Table 2. Design-based modified 
acceleration coefficients using four scaling approaches  

 
Table 3. Mean values and coefficients of variation of the rmag ratios 

SFRS Count 
Mean value 𝜇𝜇𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚  (coefficient of variation 𝜎𝜎𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚/𝜇𝜇𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚  [%]) 

Approach 1 Approach 2 Approach 3 Approach 4 
Bearing walls 40 1.95 (134.5) 1.54 (137.4) 1.54 (137.4) 0.93 (32.9) 
Steel Braced frames 9 9.42 (54.6) 8.95 (57.6) 8.95 (57.6) 1.18 (27.6) 
RC walls 27 2.13 (75.3) 1.40 (72.2) 1.40 (72.2) 1.12 (41.2) 
Masonry walls 2 0.75 (37.4) 0.84 (39.1) 0.84 (39.1) 0.82 (35.0) 
Steel moment frames 35 1.69 (91.9) 1.44 (106.6) 1.45 (106.0) 1.11 (25.0) 
RC moment frames 23 3.87 (156.7) 3.28 (149.9) 3.29 (149.3) 1.09 (40.4) 
Steel dual systems 6 0.88 (103.9) 0.54 (101.1) 0.54 (101.1) 0.54 (107.6) 
RC dual systems 14 2.74 (83.2) 1.83 (85.0) 1.87 (81.6) 0.90 (32.8) 
All 156 2.65 (136.9) 2.16 (147.7) 2.16 (147.1) 1.02 (37.5) 

 
Almost all the design-based modified acceleration coefficients using the scaling approach 

2 resulted in the same 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 and 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 that those obtained using the scaling approach 3. This 
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suggests that most of the building stations behaved in the linear-elastic or near to the linear-
elastic range (𝑅𝑅𝑚𝑚 ≈ 1.0 and Ω0𝑚𝑚 ≈ 1.0) when they were subjected to the ground motions 
generated by the seismic events considered in this stage of the ongoing project. This is expected 
because most of the measured ground motions are lower in intensity than the design-level 
earthquake.  

 
Figure 5a) and Table 3 shows that the design-based modified acceleration coefficients 

using the scaling approaches 1, 2, and 3 underestimate the magnitude of the peak floor 
accelerations. The mean values of the corresponding 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 are larger than 2.0 with coefficients of 
variations larger than 130.0% for these scaling approaches. This suggests that scaling the design 
acceleration coefficients by the ratio 𝑆𝑆𝑎𝑎(𝑇𝑇1)/𝑆𝑆𝑎𝑎𝑎𝑎(𝑇𝑇1) is not a good approach to estimate the 
magnitude of peak floor accelerations even if the level of inelastic response is well estimated. 
The design-based modified acceleration coefficients using the scaling approach 4 approximate 
reasonably well the magnitude of the peak floor accelerations. The mean value of 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 is 1.02 
with a coefficient of variation of 37.5% for this scaling approach. Considering the SFRS with 
more than 10 data points, the scaling approach 4 better estimates the magnitude of the peak floor 
accelerations for Bearing walls (𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 closer to 1.0 with a coefficient of variation of 32.9%) and 
worse estimates the magnitude of the peak floor accelerations for the RC walls (𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 further 
from 1.0 with a coefficient of variation of 29.6%), but still being a reasonable approximation.  

 
Figure 5a) also shows that 𝑟𝑟𝑚𝑚𝑎𝑎𝑚𝑚 for some of the Steel braced frames and RC moment 

frames using the scaling approaches 1-3 are larger than 15.0, which means that the magnitude of 
the peak floor accelerations is severely underestimated using these scaling approaches. 

 
Table 4. Mean values and coefficients of variation of the ramp ratios 

SFRS Count 
Mean value 𝜇𝜇𝑟𝑟𝑚𝑚𝑚𝑚𝑝𝑝  (coefficient of variation 𝜎𝜎𝑟𝑟𝑚𝑚𝑚𝑚𝑝𝑝/𝜇𝜇𝑟𝑟𝑚𝑚𝑚𝑚𝑝𝑝  [%]) 

Approach 1 Approach 2 Approach 3 Approach 4 
Bearing walls 40 1.19 (41.9) 0.92 (38.1) 0.92 (38.1) 0.93 (28.3) 
Steel Braced frames 9 1.46 (29.5) 1.35 (25.4) 1.35 (25.4) 1.34 (28.7) 
RC walls 27 1.41 (34.7) 0.94 (33.7) 0.94 (33.7) 1.07 (43.4) 
Masonry walls 2 0.70 (33.8) 0.79 (36.5) 0.79 (36.5) 0.82 (46.5) 
Steel moment frames 35 1.37 (36.1) 1.10 (34.6) 1.11 (35.4) 1.04 (22.3) 
RC moment frames 23 1.13 (33.5) 0.99 (40.0) 0.99 (39.4) 1.00 (27.2) 
Steel dual systems 6 1.23 (25.0) 0.77 (20.2) 0.77 (20.2) 0.97 (30.4) 
RC dual systems 14 1.14 (27.2) 0.79 (34.9) 0.82 (31.5) 0.90 (29.8) 
All 156 1.26 (39.8) 0.98 (39.8) 0.98 (39.6) 1.01 (33.6) 

 
Figure 5b) and Table 4 shows that the distribution of the design-based modified 

acceleration coefficients over the heights of the buildings approximate reasonably well the 
distribution of the peak floor accelerations over the heights of the buildings. The mean values of 
the corresponding 𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 are in between 0.98 and 1.26 with coefficients of variations smaller than 
40.0% for the scaling approaches considered in this analysis. Considering the SFRS with more 
than 10 data points, the scaling approach 4 better estimates the distribution of the peak floor 
accelerations over the height of the buildings for RC moment frames (𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 closer to 1.0 with a 
coefficient of variation of 27.2%) and worse estimates the distribution of the peak floor 
accelerations over the height of the buildings for the RC dual systems (𝑟𝑟𝑎𝑎𝑚𝑚𝑝𝑝 further from 1.0 
with a coefficient of variation of 33.6%), but still being a good approximation.  
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The authors are evaluating the implementation of other metrics to compare the 

acceleration coefficients computed based on the design provision equations and the measured 
peak floor accelerations.  

 
Conclusions 

 
The analysis of the results of the ongoing project presented in this document suggests 

that: 
 

• The equations to compute the design acceleration coefficients per ASCE/SEI 7-22 
Section 12.10.3 can predict reasonably well the magnitude of the peak floor 
accelerations when the spectral accelerations of the measured ground motions at 
𝑇𝑇 = 0 [𝑐𝑐] and at the first-, second-, and third-mode periods are considered. The 
scaling approaches that considered only the spectral accelerations of the measured 
ground motions at the first-mode periods underestimate the peak floor 
accelerations.  

 
• The equations to compute the design acceleration coefficients per ASCE/SEI 7-22 

Section 12.10.3 can predict reasonably well the distribution of the peak floor 
accelerations over the height of the building. However, measured data or 
simulated data at the design-level earthquake intensity is required to fully validate 
the design provisions. 
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Abstract 

The potential dam failure modes related to earthquakes are often the driving design 
criteria for new dams and the primary concern when evaluating the safety of existing dams. 
Ground motion recordings on dam sites at different locations were studied to estimate dams' 
fundamental and second mode vibration. Earthquake-based horizontal to vertical ratio (HVSR) 
are evaluated. Fourier amplification ratios using crest records over the abutment or downstream 
records are also assessed. The vibration characteristics are evaluated based on different methods 
and the resulting estimate of the fundamental frequency and second mode of vibration for 
Briones and Terminus dams are presented.  

Introduction 
The seismic response of earth dams is admittedly rather complicated and therefore 

advanced methods of dynamic analysis need to be employed to capture the actual behaviour of 
dams under seismic conditions. Such methods and associated advanced constitutive models do 
exist nowadays, but they need to be further developed and validated against known case studies, 
so that reliable results can be obtained for further dam analysis and design. Various methods 
have been developed over the years and these range from the simple numerical shear beam 
method up to the sophisticated nonlinear coupled dynamic analysis including consideration of 
reservoir-dam interaction effects. However, it is important to note, that as the methods become 
more sophisticated and can capture more aspects of the soil response, the nonlinearity as well as 
the reservoir-dam interaction during shaking, the analyses become computationally intensive.  

When evaluating the seismic response of earth dams, dam fundamental frequency and 
second mode vibration are the key parameters in the dynamic response of a dam, can be assessed 
using the horizontal-to-vertical spectral ratio (HVSR) and Fourier amplification ratio from crest 
to abutment or downstream records. The HVSR is mostly assessed by performing microtremor 
measurements in the field. However, when earthquake records are available, HVSR can also be 
calculated using the recorded earthquake motions. Additionally, cross spectra which is defined 
here as the Fourier amplitude spectra of the horizontal component (FASH) of the crest records 
over the FASH of the abutment or downstream records are also indicative of vibration 
characteristics of the dam. With that purpose, our vision is to use existing ground motion 
recordings at earth dam sites that are part of the California Strong Ground Motion 
Instrumentation Program (CSMIP) database to develop a simpler approach to investigate the 
dynamic characteristics of dam sites. Specifically, our approach aims to compute and analyze the 
horizontal-to-vertical spectral ratio (HVSR) and cross spectra at sensor locations positioned at 
dam sites using earthquake recordings and investigate the dam resonant frequencies. For that 
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purpose, ground motion data on dam sites at different locations (i.e., right crest, left crest, etc.) 
are cataloged and processed. First signal-to-noise ratios (SNR) were calculated to determine the 
usable frequency range and assess the quality of the ground motions. The processed motions are 
used to study the vibration characteristics of dams. 

The HVSR is the ratio between the Fourier amplitude spectra (FAS) of the horizontal and 
the vertical component of microtremors was first introduced by Nogoshi and Igarashi (1970 and 
1971), and widely used following the study by Nakamura (1989, 1996, 2000). Several 
researchers studied HVSR method, either using microtremors (mHVSR) (Nagoshi and Igarashi 
(1971), Nakamura (1989, 2000), Yong et al. (2013)) or strong ground motion data (eHVSR) 
(Lermo & Chavez-Garcia (1993), Hassani et al. (2020)), as an indicator of the subsurface 
conditions and can be successfully applied for identifying the fundamental resonance frequency. 
Earthquake-based HVSRs are calculated as the Fourier amplitude spectra ratio of the horizontal 
to vertical components (FASH/FASV) of the ground motion records at the surface using the 
intense S-wave portion and using the entire motion which are two common approaches in the 
literature. Studying the dam vibration characteristics, Fourier amplitude ratio can be calculated as 
the ratio of FFTcrest to FFTabutment or FFTdownstream records. The vibration characteristics 
are evaluated based on different methods and the resulting estimate of the resonance frequencies 
to understand the local and site-specific features for Briones and Terminus Dam sites at different 
locations (i.e., right crest, left crest, etc.) are presented in this study. 

Description of Selected Dams 
Briones Dam 

Briones Dam is located in the western part of Contra Costa County within the San Francisco 
Bay Area (37.9135 N, 122.2092 W), and built in 1964. The dam is an earth dam and serves a 
primary purpose of flood control and water supply. It stands at an elevation of 189 meters, with a 
height of 273 feet (81.9 meters) and a crest length of 2100 feet (630 meters). In 1975, a total of 
nine accelerometers were installed, positioned on the center and left crests (Loc2, Loc3) as well 
as the left abutment (Loc1) of the dam. Figure 1 shows the plan view of the dam and the installed 
accelerometers (California Strong Motion Instrumentation Program, 2014). The accelerometer 
placed at the center crest and the one at the left crest are oriented in alignment with the dam's 
transverse and longitudinal directions. The sensor at the left abutment orientation was updated 
due to field change after 06/24/2014 from 31° and 121° to 90° and 360°. Site investigation data 
and cross sections of the dam could not be acquired for Briones Dam which would provide 
important information in understanding the dynamic behaviour of the dam. Between 1984 and 
2021, Briones Dam experienced several earthquake events, and 16 of them are documented by 
CSMIP with recordings at the right and left crest, and the left abutment locations. These 
earthquakes occurred at epicentral distances ranging from 6 to 35 kilometers and have 
magnitudes (Mw) from 3.3 to 6.0 with peak acceleration (PGA), from 0.09 g to 0.18 g (geometric 
mean of the two-horizontal components). The largest PGA was recorded at the dam was during 
the Piedmont Area Earthquake on July 20, 2007, which had a magnitude of 4.2 and PGA of 0.18 
g at the left crest of the dam. Accelerograms were bandpass filtered with at 0.30 and 40.00 Hz 
and instrument- and baseline-corrected by CSMIP database. Moment magnitude, epicentral 
(Repi.) and hypocentral (Rh) distances and PGA at three sensor location for the 16 recorded events 
are provided in Table 1. 
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Figure 1. Plan view of Briones Dam (CGS - CSMIP Station CE 58183, diagram revised on 
7/16/14, CGS: California Geological Survey) 

Table 1. Information on earthquake data recorded in Briones Dam 

EQ # Mw Repi. (km) Rh (km) Left Abutment 
(Loc1) PGA* 

Center Crest 
(Loc2) PGA* 

Left crest 
(Loc3) PGA* 

2 3.6 6.5 11.1 0.03 0.02 0.03 
3 4.2 12 13.3 0.09 0.13 0.18 
4 6.0 35.2 37.0 0.02 0.04 0.04 
5 4.0 8.8 10.0 0.06 0.04 0.07 
6 4.1 9.9 19.3 0.04 0.07 0.08 
7 3.5 19.6 21.2 0.01 0.01 0.01 
8 4.0 7.5 11.0 0.05 0.03 0.03 
9 3.8 6.3 11.5 0.06 0.03 0.03 
10 3.5 6.1 11.5 0.02 0.01 0.01 
11 3.9 8.4 12.5 0.04 0.07 0.04 
12 3.8 7.7 14.4 0.01 0.02 0.01 
13 4.4 6.6 14.0 no data 0.03 0.03 
14 3.5 7 11.6 0.02 0.01 0.02 
15 3.3 7 11.6 0.02 0.01 0.01 
16 4.5 13.5 19.5 0.04 0.12 0.11 
17 3.9 24.3 26.0 0.01 0.01 0.02 

* PGA units are in g and the values presented as the geometric mean of the two horizontal 
component 

Terminus Main and Auxiliary Dams 

Terminus main and auxiliary dams are located on Kaweah River in Tulera County, California 
(36.4102 N, 119.0050W), and built in 1962. The dam is an earth dam and serves a primary 
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purpose of flood control and irrigation water supply. It stands at an elevation of 297 meters. The 
main dam has a height of 255 feet (78 meters) and a crest length of 2375 feet (724 meters) (data 
taken from http://cdec.water.ca.gov/) and the auxiliary dam has a height of 144 feet (44 meters) 
and a crest length of 876 feet (267 meters) approximately measured from the Google Earth. A 
total of five accelerometers were installed, positioned on the right crest (Loc5), mid-slope 
(Loc6), right abutment (Loc4), downstream (Loc3) and upper tower (Loc7) of the main dam. 
Two accelerometers were installed on auxiliary dam, positioned on the center crest (Loc2) and 
right abutment (Loc1) of the dam. Figure 2 shows the plan view of the dams and the installed 
accelerometers by California Strong Motion Instrumentation Program along with simplified plan 
view sketches prepared for both dams. The accelerometers placed at the center crest and 
abutments are oriented in alignment with the dams' transverse and longitudinal directions for 
both structures. Site investigation data and cross sections of the dams could not be acquired for 
Terminus Dams which would provide important information in understanding the dynamic 
behaviour of the dam.  

 
Figure 2. Plan view of Terminus main and auxiliary dams (Terminus Dam NSMP Station 1098, 
diagram revised on 10/01/21, NSMP: National Strong Motion Project) 

CMSIP database provides two earthquake recordings for Terminus Dams. 4th of July 2019 and 
5th of July 2019 Ridgecrest Earthquakes occurred at epicentral distances of 156 and 145 km 
kilometers and have magnitudes (Mw) of 6.4 and 7.1. The peak acceleration (PGA) at the main 
dam right crest was recorded as 0.03 g and 0.05 g (geometric mean of the two-horizontal 
components) for 6.4 and 7.1 magnitude events respectively. Similarly, the peak acceleration 
(PGA) at the auxiliary dam crest was recorded as 0.05 g and 0.08 g for 6.4 and 7.1 magnitude 
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events. Accelerograms were bandpass filtered at 0.10 and 40.00 Hz and instrument- and 
baseline-corrected by the CSMIP database. Moment magnitude, epicentral (Repi.) and 
hypocentral (Rh) distances, and PGA at 5 sensor locations for the two recorded events are 
provided in Table 2. 

Table 2. Information on earthquake data recorded in Terminus Dam 

EQ # 1 2 
Mw 6.4 7.1 

Repi. (km) 156.1 145.2 
Rh (km) 156.5 145.4 

Location PGA (g) 
Loc 1-Aux Dam Right Abutment 0.01 0.02 

Loc 2-Aux Dam Crest 0.05 0.08 
Loc 3-Main Dam Downstream 0.01 0.02 

Loc 4-Main Dam Right Abutment 0.01 na 
Loc 5-Main Dam Right Crest 0.03 0.05 

* PGA units are in g and the values are presented as the geometric mean of the two-horizontal 
component 

Signal-to-Noise Ratio (SNR) 
Signal-to-noise ratio can be defined as the ratio of the Fourier amplitude spectrum of the 

signal (S-wave) time window by the spectrum of the pre-event noise. SNR provides information 
on the quality of the ground motions if the amplitude of the signal is strong enough (e.g., 
SNR>2-10) at a given frequency to be used in various applications (e.g., HVSR analysis). Hence, 
SNR calculation provides a usable frequency range and allows us to detect high-quality data.  

For the ground motion dataset of Briones and Terminus Dam, SNRs are calculated for 55 
earthquake recordings. For this study we followed the procedure describe in Kishida et al. (2016) 
which provides a semi-automated procedure for windowing time series and computing Fourier 
amplitude spectra to extract various waves. Different window series (pre-event noise, P-wave 
and S-wave and coda wave) were extracted, and visual examination of the recording was 
performed to attain a better-quality dataset. Fourier amplitude spectra of different windows were 
calculated and smoothed with Konno and Ohmachi (1988) (b=20) functions. SNR cutoff value of 
3 (e.g., Field and Jacob, 1995) is used to determine the usable frequency range. We have also 
chosen to carefully assess the vertical components data quality which most of the time has higher 
noise than horizontal components, as the one of the purposes of the SNR calculation is to 
compute HVSR in this study. 

An illustrative example is shown to present the extraction of time windows and calculation of 
SNR following the procedure by Kishida et al (2016). Figure 3a shows the vertical direction of 
the acceleration time history of El Cerrito Earthquake of 5th of March 2012 (EQ11) recorded at 
the left crest (Loc3) of Briones Dam. Mw is 3.93 and hypocentral distance is 12.46 km for this 



SMIP23 Seminar Proceedings 

65 
 

event. Figure 3b shows the different window series (pre-event noise, P-wave and S-wave and 
coda wave) and Figure 4c presents the FAS of the signal and noise window series. SNR with 
cutoff limits of 3-5-10 is plotted on Figure 3d along with the usable frequency range of 0.1 to 8 
Hz which is determined with an SNR cutoff value of 3. The same examination was performed 
for the transverse and longitudinal components as well. The resulting usable frequency range is 
determined by comparing the results of three component data as 0.1-8 Hz. 45 recording 3 
component data, in total 135 acceleration time history are examined for Briones Dam. The 
lowest usable frequency range varies between 0.1-1.1 Hz and the highest usable frequency 
ranges between 7.9-50 Hz.  

A similar exercise is performed for 10 recording 3 component data, in total 30 acceleration 
time history for Terminus Dams. When the event noise window is not adequate (shorter than 10 
sec), coda waves are used to evaluate the quality of data. 4th of July 2019 and 5th of July 2019 
Ridgecrest Earthquakes recorded at Terminus Dam had short noise durations hence signal to 
coda ratio was assessed with a cutoff value of 2 to determine the usable frequency range. The 
lowest usable frequency range varies between 0.3-0.5 Hz and the highest usable frequency of 40 
Hz for the records at Terminus Dams. 

 
Figure 3. (a) Acceleration time history of El Cerrito Earthquake of 5th of March 2012 (EQ11) 
recording at left crest (Loc3) of Briones Dam in vertical direction, (b) different window series 
(pre-event noise, P-wave and S-wave and coda wave), (c) FAS of the Signal and Noise window 
series, (d) SNR with cutoff limits of 3-5-10. 

Horizontal-to-Vertical Spectral Ratio 
There exist several different approaches to assess HVSR based on ground motion data. One of 

the most common approaches is using the intense S-wave part of the records with a SNR above a 
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certain cutoff. In this approach Fourier amplitude spectra ratio of the horizontal to vertical 
components (FASH/FASV) of the ground motion records using the intense S-wave portion is 
calculated (e.g., Kawasee et al 2011, Ktenidou et al 2015). Another alternative is using the 
complete waveforms (typically Pwave arrival to end of Scoda). (e.g., Zhu et al 2020). After 
calculating HVSR for each event, the logarithmic mean and standard deviation of the HVSR 
curve at each dam sensor location are calculated as given in Equation 1 and 2. The resonant 
frequencies of dam are defined as the peak frequencies of the average HVSR curve. Note that ‘n’ 
is the number of recordings at dam in Equations 1 and 2. 

ln�𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻��������(𝑓𝑓)� =
�∑ ln�𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑗𝑗(𝑓𝑓)�𝑛𝑛

𝑗𝑗=1 �

𝑛𝑛
                                                                                           Eq. 1 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓) = �∑ �ln�𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑗𝑗(𝑓𝑓)�−ln�𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝚥𝚥���������(𝑓𝑓)��
2𝑛𝑛

𝑗𝑗=1

𝑛𝑛−1
                                                                          Eq. 2 

In this study, we calculated HVSR by using entire and S-wave portion approaches and 
compared the resultant vibration characteristics with Fourier amplification ratios at dam sites. 
The result of the HVSR analysis for the Briones and Terminus dams will be discussed in detail 
next. 

Briones Dam 

We have attempted to calculate HVSR in the longitudinal and transverse (upstream-
downstream) direction of the dam to determine the vibration characteristics (first (fundamental) 
and second mode) of Briones Dam at Center Crest (Loc2) and Left Crest (Loc3) separately. 

Figure 4a and b and Figure 5a and b present the HVSR results of 16 earthquake data (gray 
line) along with the logarithmic mean (solid line) and standard deviation (dashed line) of HVSR 
curves at the center crest (Loc2) and left crest (Loc3) in transverse and longitudinal directions 
using the intense part of the motions (S-wave). Two vertical dashed lines HVSR=0.5 and 2 are 
also plotted to investigate the amplifications which are greater than ~2. The first mode 
(fundamental) frequencies of the Briones dams are determined as 1.2 and 1.0 Hz at center crest 
(Loc2) in longitudinal and transverse directions respectively and 0.9 Hz at left crest (Loc3) in 
both directions. The second mode of vibration was observed at 6.1 Hz and 4.7 Hz at center crest 
(Loc 2) in longitudinal and transverse directions respectively. Whereas second mode peaks were 
observed at 3.6 Hz and 3.7 Hz at left crest (Loc3) in longitudinal and transverse directions 
respectively. 

The HVSR using the same set of earthquake motions are also calculated using the entire 
record. Figure 6a and b and Figure 7 ab and b present the HVSR results of 16 earthquake data 
(gray line) along with the logarithmic mean (solid line) and standard deviation (dashed line) of 
HVSR curves at the center crest (Loc2) and left crest (Loc3) in longitudinal and transverse 
directions. The first mode (fundamental) frequencies of the Briones dams are determined as 1.2 
and 1.0 Hz at center crest (Loc2) in longitudinal and transverse directions and 0.9 Hz at left crest 
(Loc3) in both directions. The second mode of vibration was observed at 5.9 Hz at center crest 
(Loc 2) in longitudinal and no clear peak was observed in transverse directions. Whereas second 
mode peaks were observed at 3.6 Hz at left crest (Loc3) in longitudinal and transverse directions. 



SMIP23 Seminar Proceedings 

67 
 

(a) 

   (b) 
Figure 4. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using S-wave at the center crest (Loc2) in a) 
longitudinal and b) transverse directions. 

(a) 

(b) 
Figure 5. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using S-wave at the left crest (Loc3) in a) 
longitudinal and b) transverse directions. 
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(a)

(b) 
Figure 6. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using entire record at the center crest (Loc2) a) 
in longitudinal and b) transverse direction. 

 (a) 

 (b) 
Figure 7. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using entire record at the left crest (Loc3) a) in 
longitudinal and b) transverse direction. 
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Terminus Dam 

HVSR in longitudinal and transverse (upstream-downstream) direction of the Terminus main 
and auxiliary dams are also calculated to determine the vibration characteristics (first 
(fundamental) and second mode) at the main dam right crest (Loc5). Figure 8a and b presents the 
HVSR results of 2 earthquake data (gray line) along with the logarithmic mean (solid line) and 
standard deviation (dashed line) of HVSR curves at the right crest (Loc5) in transverse and 
longitudinal directions using the intense part of the motions (S-wave). The first mode 
(fundamental) frequencies of the Terminus dams are determined as 1.9 and 1.7 Hz at right crest 
(Loc5) in longitudinal and transverse directions respectively. The second mode of vibration was 
observed at 9.6 Hz and 9.8 Hz at right crest (Loc5) in longitudinal and transverse directions 
being less clear in longitudinal direction.  

 
(a) 

 
(b) 

Figure 8. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using S-wave at the main dam right crest 
(Loc5) in a) longitudinal and b) transverse directions.  

The HVSR using the same set of earthquake motions are also calculated using the entire 
record. Figure 9a and b present the HVSR results of 2 earthquake data (gray line) along with the 
logarithmic mean (solid line) and standard deviation (dashed line) of HVSR curves at the right 
crest (Loc5) in longitudinal and transverse directions. The first mode (fundamental) frequencies 
of the Terminus dams are determined as 1.9 and 1.7 Hz at right crest (Loc5) in longitudinal and 
transverse directions. The second mode of vibration was observed at 9.7 Hz and 10 Hz in 
longitudinal and transverse directions again less clear in longitudinal direction. First 
(fundamental) and second mode vibrations determined by HVSR using either S-wave or entire 
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motion were around 1.8 Hz and 9.8 Hz for Terminus Dam. 

 
(a) 

 
(b) 

Figure 9. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using entire motion at the main dam right crest 
(Loc5) in a) longitudinal and b) transverse directions.  

Terminus Auxiliary Dam 

We have also calculated HVSR in the longitudinal and transverse (upstream-downstream) 
direction of the auxiliary dam to determine the vibration characteristics (first (fundamental) and 
second mode) at center crest (Loc2). Figure 10a and b presents the HVSR results of 2 earthquake 
data (gray line) along with the logarithmic mean (solid line) and standard deviation (dashed line) 
of HVSR curves at the center crest (Loc2) in transverse and longitudinal directions using the 
intense part of the motions (S-wave). The first mode (fundamental) frequencies of the Terminus 
auxiliary dam are determined as 4 Hz and 3.6 Hz at center crest (Loc2) in longitudinal and 
transverse directions. The second mode of vibration was observed at 10.4 Hz at center crest (Loc 
2) in longitudinal and transverse directions. The HVSR using the same set of earthquake motions 
are also calculated using the entire record. Figure 11a and b present the HVSR results of two 
earthquake data using entire records at the center crest (Loc2) in longitudinal and transverse 
directions. The first mode (fundamental) frequencies of the Terminus auxiliary dam are 
determined as 3.9 Hz and 5.1 Hz at center crest (Loc2) in longitudinal and transverse directions. 
The second mode of vibration was observed at 10.6 Hz at and 10.9 Hz at the center crest (Loc 2) 
in longitudinal transverse directions. The first (fundamental) and second mode vibrations as 
determined by HVSR using either S-wave or entire motion were around 3.8 Hz and 10.5 Hz for 
Terminus Dam. 
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(a) 

 
(b) 

Figure 10. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using S-wave at the auxiliary dam center crest 
(Loc2) a) longitudinal and b) transverse directions. 

 
(a) 

 
(b) 

Figure 11. HVSR results of earthquake data (gray line) along with the mean (solid line) and 
standard deviation (dashed line) of HVSR curves using entire motion at the auxiliary dam center 
crest (Loc2) in a) longitudinal and b) transverse directions. 
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Crest to Abutment or Downstream Ratio 
The ratio of Fourier amplitude spectrum of the records at crest (FFTcrest) to abutment 

(FFTabutment) or downstream (FFTdownstream) records are calculated for Briones and Terminus dams 
at different locations (i.e., right crest, left crest, etc.). After calculating crest to abutment ratios 
for each event the mean and standard deviation are calculated similarly described for HVSR in 
equations 1 and 2. The resonant frequencies of dam are defined as the peak frequencies of the 
average crest to abutment or downstream curve. 

Briones Dam 
 
The ratio of crest to abutment records are calculated for Briones Dam at each sensor location: 

center and left crest (Loc2 and Loc3, see Figure 1) in longitudinal and transverse directions. The 
site conditions at the abutment site are not known, however the HVSR results at the abutment 
site show no low-frequency peaks as expected for a rock site, hence they are used as a reference 
site. The FAS ratio of the crest records (Loc2&3) to the abutment records (Loc1) (e.g. 
FASH,Loc2/FASH,Loc1 and FASH,Loc3/FASH,Loc1) are calculated for 16 earthquake events recorded at 
Briones Dam. Figures 12a-b and c-d present crest to abutment ratio results of 16 earthquake data 
along with the logarithmic mean and standard deviation at center crest (FASH,Loc2/FASH,Loc1) and 
left crest (FASH,Loc3/FASH,Loc1) in longitudinal and transverse directions, respectively. The first 
peak frequencies are determined as 1.2 and 1.3 Hz at center crest (Loc2) in longitudinal and 
transverse directions respectively and less clear peaks at 1.2 Hz and 1.4 Hz at left crest (Loc3). 
The second peak was observed at 5.5 Hz and 3.0 Hz at center crest (Loc 2) in longitudinal and 
transverse directions whereas second mode peaks were observed at 3.0 Hz and 3.4 Hz at left 
crest (Loc3) in longitudinal and transverse directions respectively.  

 
Figure 12. Crest to abutment ratio results of 16 earthquake data along with the mean and 
standard deviation at a) center crest (Loc2) in longitudinal and b) transverse directions, c) left 
crest (Loc3) in longitudinal and d) transverse directions. 

(a) 

(b) 

(c) 

(d) 
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Terminus Main Dam 

The ratio of crest to abutment or downstream records are calculated for Terminus Dam at 
right crest (Loc5, see Figure 2) in longitudinal and transverse directions. The FAS ratio of the 
right crest records (Loc5) to the right abutment records (Loc4) (e.g. FASH,Loc5/FASH,Loc4) and 
crest to downstream ratio which is ratio of the right crest records (Loc5) to the downstream 
records (Loc3) (e.g. FASH,Loc5/FASH,Loc3) are calculated for the two recorded events. Figures 13a 
and b present right crest to abutment ratio results at right crest in longitudinal and transverse 
directions, respectively. The first peak frequencies are determined as 2 Hz at center crest (Loc5) 
in longitudinal and transverse directions respectively. No clear second peaks were observed 
when assessing crest to abutment ratios at Terminus Dam except a second peak around 10 Hz in 
transverse directions. Similarly crest to downstream ratios presented in Figure 13 c and d 
indicated first peak around 2 Hz in both directions with no clear second peak at right crest. 

 

Figure 13. Crest to abutment ratio results of 2 earthquake data at a) right crest (Loc5) in 
longitudinal and b) transverse directions and crest to downstream ratio results of 2 earthquake 
data along with the mean and standard deviation at c) right crest (Loc5) in longitudinal and d) 
transverse directions. 

Terminus Auxiliary Dam 

Crest to abutment ratios are calculated as explained in the previous sections for Terminus 
auxiliary dam center crest (Loc2) (FASH,Loc2/FASH,Loc1) for 2 earthquake events as shown in 
Figure 14a and b. The first peak frequencies are observed around 4 Hz at center crest (Loc 2) in 
longitudinal and transverse directions with no secondary peaks. 

(a) 

(b) 

(c) 

(d) 
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(a) 

 
(b) 

Figure 14. Crest to abutment ratio results of 2 earthquake data along with the mean and standard 
deviation at a) center crest (Loc2) in longitudinal and b) transverse directions. 

Interpretation of Results and Comparison with Available Literature 
Table 3 presents the first and second mode frequency values obtained for Briones Dam’s center 

crest and left crest locations in transverse and longitudinal direction with respect to dam body. 
HVSR using Swave and entire records and crest to abutment ratios at center crest (Loc 2) of Briones 
Dam in transverse and longitudinal directions indicate similar first mode frequencies ranges 1.0-
1.3 Hz. Second mode frequencies are determined as 4.7-6.1 Hz from HVSR results and 3.0-5.5 Hz 
from crest to abutment ratio. At left crest location (Loc3) first peak observed around 0.9-1.4 Hz 
for Briones Dam. Second mode frequencies are determined as 3.6-3.7 Hz from HVSR results and 
3.0-3.4 Hz from crest to abutment ratio at left crest.  

Table 4 presents the first and second mode frequency values obtained at main and auxiliary 
Terminus Dams’ crest locations in transverse and longitudinal direction with respect to dam 
body. HVSR using Swave and entire record and crest to abutment or downstream ratios at 
Terminus main dam right crest (Loc 5) in transverse and longitudinal directions indicate similar 
first mode frequencies ranges 1.7-1.9 Hz and from crest to abutment/downstream ratio as 1.9-2.2 
Hz. Second mode frequencies at the same location are determined as 9.6-10 Hz from HVSR 
results and no second mode peaks were observed from crest to abutment ratio. HVSR using Swave 
and entire record and crest to abutment or downstream ratios at Terminus auxiliary dam center 
crest (Loc2) in transverse and longitudinal directions indicate similar first mode frequencies 
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ranges 3.5-4.0 Hz. Second mode frequencies at the same location are determined as 10.4-10.9 Hz 
from HVSR results and no second mode peaks were observed from crest to abutment ratio.  

Table 3. Fundamental and second mode frequency values obtained by different methods in Briones 
Dam at center and left crest. 

Method Direction 
Freq. (Hz) 
Center crest 
(Loc2) 

Freq. (Hz) 
Left Crest 
(Loc3) 

HVSRS-wave  
Longitudinal 1.2/6.1 0.9/3.6 
Transverse 1.0/4.7 0.9/3.7 

HVSRentire 
Longitudinal 1.2/5.9 0.9/3.6 
Transverse 1.0/* 0.9/3.6 

Crest/Abutment 
ratio 

Longitudinal 1.2/5.5 1.2*/3.0 
Transverse 1.3/3.0 1.4*/3.4 

 

Table 4. Fundamental and second mode frequency values obtained by different methods in 
Terminus Dams at right and center crest. 

Method Direction 

Freq. (Hz) 
Main Dam 
Right Crest 
(Loc5) 

Freq. (Hz) 
Aux. Dam 
Center Crest 
(Loc2) 

HVSRS-wave  
Longitudinal 1.9/9.6 4.0/10.4 
Transverse 1.7/9.8 3.6/10.4 

HVSRentire 
Longitudinal 1.9/* 3.9/10.6 
Transverse 1.7/10 3.5/10.9 

Crest/Downstream 
ratio 

Longitudinal 1.9/* NA 
Transverse 2.2/* NA 

Crest/Abutment 
ratio 

Longitudinal 2.2/* 4.0/* 
Transverse 2.0/* 4.0/* 

Note: Fundamental vibration frequency/ Second mode of vibration, *no clear peak. 

Figures 15a and b present a comparison of first mode frequency from HVSR results using 
S-wave versus entire motion in longitudinal and transverse directions for dams. As can be 
inferred from the figure, for the selected dam location HVSR result at crest sensors using either 
S-wave or entire motion resulted in similar first mode frequency peaks.  
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(a)    (b) 
 Figure 15. Comparison of first mode frequency from HVSR results using S-wave versus entire 
motion in a) longitudinal and b) transverse directions for dams. 

Figures 16a and b present a comparison of first mode frequency from HVSR results using 
S-wave versus crest to abutment ratio in longitudinal and transverse directions for dams. As can 
be inferred from the figure, for the selected dam location HVSR result and crest to abutment 
ratio resulted in similar first mode frequency peaks.  

 

(a)  (b) 
Figure 16. Comparison of first mode frequency from HVSR results using S-wave versus crest to 
abutment ratio in a) longitudinal and b) transverse directions for dams. 

Gazetas (1987) showed that dams built in narrow canyons behave stiffer than those built 
in wide canyons. Their work provides recommendation of the stiffening effect of a narrow 
canyon on the fundamental natural as a function of L/H which is the aspect ratio. Figure 17 a-d 
presents L/H versus first and second mode frequency in transverse and longitudinal directions for 
Briones and Terminus dams along with data from Hwang et al (2008), Verret and LeBoeuf 
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(2021), Zimmaro and Ausilio (2020). Hwang et al (2008) studied the ratio of the Fourier 
amplitude spectrum and the response spectrum of the records from the crest to the downhole 
analyzing more than 30 events at each dam. The result of fundamental frequency of 5 dams with 
different aspect ratio in longitudinal and transverse directions are presented. Verret and LeBoeuf 
(2021) studied the vibration characteristics of Farneto del Principe Dam by various methods (e.g 
ambient noise measurements, shear beam methods, numerical analysis, analyzing recorded 
earthquake motion). Lastly, Zimmaro and Ausilio (2020) studied the vibration characteristics of 
Farneto del Principe Dam by performing finite element analysis and compare their results with 
other methods (e.g. shear beam method, etc.). 

 

 
Figure 17. Summary of L/H versus frequency for selected dams in this study along with data 
from Hwang et al (2008), Verret and LeBoeuf (2021), Zimmaro and Ausilio (2020) a) first mode 
in transverse direction, b) first mode in longitudinal direction, c) second mode in transverse 
direction, d) second mode in longitudinal direction. 

It can be concluded that the scatter in Figure 17 is wide as the first and second mode of 
the dams are examined for different aspect ratios. The vibration characteristics of dams (their 
natural periods and modal shapes) are affected by various factors which can be the reason behind 
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the large scatter. The effect of canyon geometry, dam height and crest length, aspect ratio (L/H), 
the inclination of the two sloping faces, inhomogeneous dam materials, shear modulus and 
damping properties of dam material, the stiffness characteristics of the foundation materials, 
dam-reservoir interaction, level of nonlinearity under earthquake loading, directional effects 
(different vibration modes in upstream-downstream and longitudinal direction) are the factors 
that control the dynamic behavior of dams. The earthquake recordings that are used in this paper 
having peak accelerations less than 0.20g hence provides the assessment of fundamental 
behavior of dams. However, the dynamic analysis of dams requires a good understanding of the 
in-situ conditions and information on dam and foundation materials which is lacking for Briones 
and Terminus Dams. Although some of the aspects are still investigated, the comparison of first 
mode (fundamental) and second mode frequencies derived analyzing the low intensity events 
using HVSR and crest to abutment ratio provides comparable and promising results to evaluate 
the dynamic behavior of dams with simple methods. The effect of aspect ratio and other 
parameters on first and second mode frequency are currently studied for additional case histories 
and conclusions will be the scope of a future study.  

Conclusions 
The availability of the earthquake recordings at Briones and Terminus Dam provides an 

opportunity to assess the dynamic characteristics of the dam. Several different approaches were 
studied to assess the first and second mode frequency of the dam by comparing HVSRs. The 
comparison provides promising results to evaluate the dynamic behavior of dams with simple 
methods. Availability of a more detailed subsurface characterization as well as field measurements 
are needed before specific recommendations are formulated.    
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Abstract 
 

We have estimated the thickness distribution of a geotechnical layer in the SCEC CVM-
S4.26M01 (updated with recent ambient noise results) that generates the least-biased fit between 
3D 0-1 Hz physics-based ground motion simulations and strong motion data in the greater Los 
Angeles area, CA, for 7 Mw4.4-5.4 earthquakes. Outside the basins, the optimal GTL thickness 
distribution shows strong spatial variation, generally increasing from near 0 m at the edges of the 
basins to values of 1,000 m or larger at distances of about 10-50 km, in particular toward the 
northeast, east and southeast.  

 
Introduction 

 
The near-surface seismic structure to a depth of about 1,000 m, particularly the shear-

wave velocity (Vs), can strongly affect the propagation of seismic waves, and therefore must be 
accurately calibrated for ground motion simulations used in seismic hazard assessment. The Vs 
structure of the material deeper than about 1,000 m are typically reasonably-well determined by 
tomography studies. However, at shallower depths, when constraints are missing from borehole 
studies, geotechnical measurements, and water and oil wells, typically at rock sites outside the 
sedimentary basins, the material parameters are often poorly characterized. 
 

When the alluded geological constraints are not available, models, such as the Statewide 
California Earthquake Center (SCEC) Community Velocity Models (CVMs), default to 
regional tomographic estimates that do not resolve the uppermost Vs values, and therefore 
deliver unrealistically high shallow Vs estimates. The SCEC Unified Community Velocity 
model (UCVM) software includes a method to incorporate the near-surface earth structure by 
applying a generic overlay based on measurements of time-averaged Vs in the top 30 m (Vs30) 
to taper the upper part of the model to merge with tomography at a depth of 350 m, which can 
be applied to any of the velocity models accessible through UCVM. However, Hu et al. (2022) 
used 3D deterministic simulations in the Los Angeles area with the SCEC CVM-S4.26.M01 
model to show that low-frequency (< 1 Hz) ground motions at sites where the material 
properties in the top 350 m are modified by the generic overlay (“taper”) significantly 
underpredict those from the 2014 Mw5.1 La Habra earthquake. On the other hand, Hu et al. 
(2022) showed that extending the Vs30-based taper of the shallow velocities to a depth of 700-
1,000 meters improved the fit between their synthetics and seismic data at those sites 
significantly, without compromising the fit at well constrained sites.  
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In addition to recommending that the taper depth be extended, Hu al. (2022) also 
proposed further work.  Specifically, they suggested that their results be checked using additional 
ground motion metrics, and including multiple earthquakes generating waves propagating into 
the basins from different azimuths, which has been shown to affect amplification patterns 
(Olsen, 2000). Moreover, although they found improvements using a uniform tapering depth, 
they observed some spatial variabilities that, if accounted for, may further improve their 
method. Here, we further analyze the near-surface velocities in the SCEC CVM-S4.26.M01 
outside the greater Los Angeles basins, with the goal of improving the fit between synthetic and 
observed seismic data. Toward this goal, we simulate 0-1 Hz         physics-based wave propagation 
for 7 well-recorded events with magnitudes between 4.4 and 5.4 and varying azimuth with 
respect to the Los Angeles area (see Figure 1), and estimate a spatially-variable distribution of 
optimal tapering depths outside the sedimentary basins. Finally, we assess the how well the 
long-period ground motions were predicted in the sedimentary basins for the 7 events, and 
provide recommendations for further work. 

 
Figure 1. Map showing the simulation domain and locations of the events included in this study. 
The thick gray line depicts the boundary of the SGSB model imaged by Li et al. (2023).  
 

Numerical Method 
 

We use the 4th-order accurate finite-difference code AWP-ODC (Cui et al., 2010) for our 
simulations. In order to reduce the computational cost, we used 3 velocity meshes separated 
vertically with a factor-of-three increase in grid spacing with depth via a discontinuous mesh 
approach (Nie et al., 2017). Topography is modeled used the curvilinear grid approach by 
O’Reilly et al. (2022). 
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Table 1 provides details of the numerical simulations. We used a minimum shear wave 
velocity of 180 m/s in the top block, ensuring at least 6.7 points per minimum wavelength 
(O’Reilly et al., 2022).  
 

Velocity and Anelastic Attenuation Model 
 

Our target reference model in this study is the SCEC CVM version 4.26-M01 (CVM-S in 
the following, Small et al., 2017). We extract a domain of dimensions 200 km (X) x 130 km (Y) 
x 100 km (Z), covering the entire Los Angeles basin (LAB), San Fernando basin (SFB), San 
Gabriel basin (SGB), Chino basin (CB), and San Bernardino basin (SBB), as well as the 
surrounding areas (Figure 1). Following Olsen et al. (2003), we assume Qs,0 to be proportional to 
the local S-wave speed, Qs,0 = kVs, where k is a parameter specific to the study area. We adopt 
the same model as Hu et al. (2022) for the anelastic attenuation, namely Qs=0.1Vs (Vs in m/s) 
and Qp=2Qs. 

 
Goodness-of-fit (GOF) Measure 

 
We use the Fourier amplitude spectral (FAS) bias as a quantification of model 

performance, defined as 
 

, 
 
where  and  are the root-mean-squared horizontal spectra of the 
simulated and observed waveforms, respectively. Before computing the FAS bias, all spectra 
were smoothed using the Konno-Ohmachi method with a bandwidth of 40 (Konno and Ohmachi, 
1998). Finally, we compute the mean of the FAS bias values over the frequency points between 
0.3 - 1 Hz. 
 
Table 1. Simulation parameters. 
 

Model dimensions Top mesh: 6,696 x 4,320 x 416 
Middle mesh: 2,232 x 1,440 x 480 
Bottom mesh: 744 x 480 x 160 

Grid spacings 30 m: Free surface to 12.42 km depth 
90 m: 12.21 km depth to 55.32 km depth 
270 m: 54.69 km depth to 96.62 km depth 

Minimum Vs 180 m/s 

Maximum frequency 1 Hz 

Timestep 0.0015 s 

Simulated time length 100 s 

https://www.zotero.org/google-docs/?DQB0vv
https://www.zotero.org/google-docs/?FK5VBO
https://www.zotero.org/google-docs/?FK5VBO
https://www.codecogs.com/eqnedit.php?latex=FAS_%7Bbias%7D(f)%3Dlog_%7B10%7D%5Cfrac%7BFAS_%7Bmodel%7D(f)%7D%7BFAS_%7Bdata%7D(f)%7D#0
https://www.codecogs.com/eqnedit.php?latex=FAS_%7Bmodel%7D(f)#0
https://www.codecogs.com/eqnedit.php?latex=FAS_%7Bdata%7D(f)#0
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Near-surface Geotechnical Layer (GTL) 
 

We follow the approach of Hu et al. (2022) to calibrate the near-surface velocity structure 
within our model domain. This calibration entails replacing the velocity model extracted from 
the SCEC CVM-S, from the free surface to a given tapering depth (zT) with VS, Vp and density 
computed using the formulations of Ely et al. (2010) along with local VS30 information. This 
approach provides a smooth transition between the near-surface velocity structures and the 
original model. We used measured VS30 values wherever available, and the values from 
Thompson et al. (2018) elsewhere. 

 
To implement the GTL, we use the taper function proposed by Ely et al. (2010), which 

considers the local Vs30 value, given by 
 

 
 

 
 
 

 
 

  

 
 

(1) 

where  is a normalized depth,  is depth,  is a transition depth, and Vp and Vs are computed 
using linear combinations of  and  functions along with  and , which are  and 

 , respectively, in the original model at .  and  are functions used for the   scaling law 
from the Brocher (2005) and Nafe-Drake law, respectively. Here, we use the coefficients a=1/2, 
b=2/3, and c=3/2 in Eq. (1), consistent with Ely et al. (2010).  
 

Due to the simplification in the formulation of Ely et al. (2010), the resulting Vs30 of the 
Vs taper does not always match the input Vs30 value. We corrected for this discrepancy in all 
models with the GTL implemented by replacing the Vs profile in the top 30 m with the re-scaled 
Vs profile for generic rock sites from Boore and Joyner (1997), defined as 
 

,  (2) 
 
where Vsc is the corrected Vs profile, Vs BJ1997 is the Vs profile for generic rock sites from Boore 
and Joyner (1997), and Vs30 is the targeted Vs30 value to be matched. The scale factor (617 m/s) 
used here is the Vs30 of Vs BJ1997, which is given by 
 

,  

, ,  (3) 
 
where the depth is in meters. To avoid creating a velocity contrast at 30 m depth, we linearly 
transition Vsc at 30 m [Vsc (30)] to the existing Vs at a depth of 60 m [Vsc (60)] that is, 
 

https://www.zotero.org/google-docs/?HDMYG4
https://www.zotero.org/google-docs/?y1n54H
https://www.zotero.org/google-docs/?aZD0oq
https://www.zotero.org/google-docs/?o1l6d4
https://www.zotero.org/google-docs/?SHbeKn
https://www.zotero.org/google-docs/?SHbeKn
https://www.codecogs.com/eqnedit.php?latex=z%3Dz%27%2Fz_%7BT%7D#0
https://www.codecogs.com/eqnedit.php?latex=f(z)%3Dz%2Bb(z-z%5E2)#0
https://www.codecogs.com/eqnedit.php?latex=g(z)%3Da-az%2Bc(z%5E2%2B2%5Csqrt%20z%20-3z)#0
https://www.codecogs.com/eqnedit.php?latex=V_%7BS%7D(z)%3Df(z)V_%7BST%7D%2Bg(z)V_%7BS30%7D#0
https://www.codecogs.com/eqnedit.php?latex=V_%7BP%7D(x)%3Df(z)V_%7BPT%7D%2Bg(z)P(V_%7BS30%7D)#0
https://www.codecogs.com/eqnedit.php?latex=%5Crho%20(z)%3DR(V_%7BP%7D)#0
https://www.codecogs.com/eqnedit.php?latex=z#0
https://www.codecogs.com/eqnedit.php?latex=z%27#0
https://www.codecogs.com/eqnedit.php?latex=z_%7BT%7D#0
https://www.codecogs.com/eqnedit.php?latex=f(z)#0
https://www.codecogs.com/eqnedit.php?latex=g(z)#0
https://www.codecogs.com/eqnedit.php?latex=V_%7BPT%7D#0
https://www.codecogs.com/eqnedit.php?latex=V_%7BST%7D#0
https://www.codecogs.com/eqnedit.php?latex=V_%7BP%7D#0
https://www.codecogs.com/eqnedit.php?latex=V_%7BS%7D#0
https://www.codecogs.com/eqnedit.php?latex=z_%7BT%7D#0
https://www.codecogs.com/eqnedit.php?latex=P#0
https://www.codecogs.com/eqnedit.php?latex=R#0
https://www.codecogs.com/eqnedit.php?latex=V_%7BP%7D#0
https://www.codecogs.com/eqnedit.php?latex=Vs_%7Bc%7D(z)%3D(Vs_%7BBJ1997%7D(z)%2F617)V_%7BS30%7D#0
https://www.codecogs.com/eqnedit.php?latex=z%3C30m#0
https://www.codecogs.com/eqnedit.php?latex=Vs_%7BBJ1997%7D(z)%3D245%20m%2Fs#0
https://www.codecogs.com/eqnedit.php?latex=z%20%5Cleq%201m#0
https://www.codecogs.com/eqnedit.php?latex=Vs_%7BBJ1997%7D(z)%3D2206(z%2F1000)%5E%7B0.272%7D%20m%2Fs#0
https://www.codecogs.com/eqnedit.php?latex=1%20%3C%20z%20%5Cleq%2030m#0
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, . (4) 
 
Vp and density were computed from Vsc using empirical relations from Brocher (2005). Note that 
in the simulations with a grid spacing of 30 m, the velocities were computed by the harmonic 
average of velocity values within the depth range associated with each grid.  
 

Ground Motion Simulations 
 

We simulate 7 Mw4.4-5.4 events (2014 Mw4.4 Encino, 2009 Mw4.7 Inglewood, 2020 
Mw4.5 South El Monte, 2018 Mw4.4 La Verne, 2009 Mw4.5 San Bernardino, Mw5.1 2014 La 
Habra, and the 2008 Mw5.4 Chino Hills earthquakes, see Fig. 1) to further calibrate the tapering 
depths in the greater Los Angeles area. The La Habra and Chino Hills events are simulated using 
the finite fault sources described in Hu et al. (2022) and Shao et al. (2012), respectively, while 
the remaining events (Mw4.4-4.7) are considered sufficiently small to be simulated using point 
sources for frequencies up to 1 Hz. All point sources use a Brune-type moment-rate function and 
a stress drop of 3 MPa. 

We follow the approach of Hu et al. (2022) and classify site locations based on surface Vs 
in the original CVM-S into type A (surface Vs<=1000 m/s) and type B (surface Vs > 1000 m/s) 
sites. Figure 2 shows the location of the source and stations of types A and B. 

 
Figure 2. Locations of the stations (type A – surface Vs < 1,000 m/s, circles), type B – surface Vs 
> 1,000 m/s, triangles).  
 
 
 

https://www.zotero.org/google-docs/?UuXfgd
https://www.codecogs.com/eqnedit.php?latex=Vs_%7Bc%7D(z)%3DVs_%7Bc%7D(30)%2B%5Cfrac%7BVs(60)-Vs_%7Bc%7D(30)%7D%7B(60-30)%7D(z-30)#0
https://www.codecogs.com/eqnedit.php?latex=30m%20%5Cleq%20z%20%5Cleq%2060m#0
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Update of SGB, CHB and SBB in CVM-S 
 

First, we test whether a newer and higher-resolution shear wave velocity model for the 
SGB, CHB and the SBB constrained by ambient noise tomography (Li et al., 2023, hereafter 
labeled ‘SGSB’), is able to improve the fit to observed ground motions for our test events. To 
ensure a smooth transition where two models intersect, we used the weighting approach from 
Ajala and Persaud (2021) with a 15 km-wide transition zone. As shown in Figure 3, the model 
imaged by Li et al. (2023) as expected increases the spatial resolution within the domain covered 
by the ambient noise imaging, particularly in the top 1 - 2 km, while the constraints on deeper 
structures (3+ km) from this model are mainly for the San Gabriel basin.  

Figures 4-5 show the average bias for stations located above the SGSB model for the 7 
events. The effects of the SGSB model update varies for the 7 events, with the largest 
improvements for the La Habra, Chino Hills and El Monte events at the lower frequencies. 
Figure 5 (right) shows the average FAS bias for the 7 events, with a 38% improvement averaged 
for the 3 components for frequencies 0.2-0.5 Hz. We therefore implement the SGSB model in the 
CVM-S reference model in the following tests. 
 

Calibration of Spatial Variation of GTL Depths for Type B sites 
 

Our next step is to reassess the bias at type B sites (surface Vs > 1,000 m/s) that Hu et al. 
(2022) analyzed for the 2014 M5.1 La Habra earthquake, for the 7 earthquakes shown in Figure 
1. Figures 6-12 show interpolated areal distributions of the average FAS bias at all sites for 0-1 
Hz ground motion simulations of the events, using tapering depths (zT) of 0 m (no GTL), 150 m, 
300 m, 600 m, 900 m and 1,200 m (42 simulations). The FAS bias maps show that type B sites 
are generally underpredicted without adding the GTL for all events, which is consistent with the 
findings from the La Habra simulations by Hu et al. (2022). Furthermore, Figures 13-14 show 
average bias values for frequencies between 0.2-1.0 Hz for each event for tapering depths of 0 m 
(no GTL), 600 m and 1,200 m, and the average bias for all 7 events for tapering depths of 0 m, 
500 m and 1,000 m. These results indicate that the optimal tapering depths for type B sites vary 
considerably spatially. For example, Figures 13-14 suggest that the optimal tapering depth is 
relatively deep (1,000-1,200 m) for the La Habra, Inglewood and San Bernardino events and 
about 600 m for the El Monte earthquake, while the Chino Hills event favors a very shallow 
GTL (near 0 m). Note, that the small number of type B sites for the Encino event (5) and to some 
extent the Inglewood event (12) increases the uncertainty of estimating the optimal tapering 
layer. 

 
With simulations of the 7 events, we evaluated the performance of different tapering depths 

based on the event-averaged FAS bias values at each site, denoted as  , given by  
 

, 
 
where Nevt is the number of events. Each site thus uses up to 7 FAS bias values for each tapering 
depth. The estimation of the optimal tapering depth at each site is then obtained by minimizing 
the absolute value of the event-averaged FAS bias ( ). To further improve our 
estimates, we discarded sites that only recorded a single event. Compiling all the best-fit tapering 

https://www.codecogs.com/eqnedit.php?latex=%5Coverline%7BFAS_%7Bbias%7D%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Coverline%7BFAS_%7Bbias%7D%7D(z_%7BT%7D)%3D%5Cfrac%7B%5Csum_%7Bi%3D1%7D%5E%7BN_%7Bevt%7D%7D%20FAS_%7Bbias%2Ci%7D(z_%7BT%7D)%7D%7BN_%7Bevt%7D%7D#0
https://www.codecogs.com/eqnedit.php?latex=%7C%5Coverline%7BFAS_%7Bbias%7D%7D(z_%7BT%7D)%7C#0
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depths estimated at all the sites that qualify, we used an inverse-distance weighted interpolation 
to calculate a map that shows the spatially-varying tapering depth throughout our domain.  

 

 
 
Figure 3. Horizontal slices of shear wave speeds at different depths extracted from the combined 
model (CVM-S/SGSB) and the original CVM-S. The white polygon in the CVM-S/SGSB model 
outlines the surface projection of the imaging domain of Li et al. (2023). (from top to bottom 
row): 0 km, 1 km, 2 km and 3 km depth. 
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Figure 4. Comparisons of FAS bias curves derived from simulations with the original CVMSI 
(blue) and with CVMSI+SGSB (red), computed from all stations within the imaging domain of 
Li et al. (2023), for (a) the 2008 Mw5.4 Chino Hills, (b) the 2009 Mw4.5 San Bernardino, (c) the 
2009 Mw4.7 Inglewood, and (d) the 2014 Mw4.4 Encino events. ErrLF and ErrHF depict the 
average bias for 0.2-0.5 Hz and 0.5-1.0 Hz, respectively. 
 

 
 
Figure 5. Same as Figure 4, but for (e) the 2014 Mw5.1 La Habra, (f) the 2018 Mw4.4 La Verne, 
(g) the 2020 Mw4.5 South El Monte events, and (h) the average bias for all 7 events.  
 
Figure 15 shows the estimated GTL tapering depth, inferred from the maps of average 0.3-1.0 Hz 
FAS combined for the 7 events shown in Figure 1, at the 348 sites with two or more 
measurements. For type B sites (triangles), as indicated by the individual events (Figures 6-12), 
the optimal tapering depth shows strong spatial variation. In general, the optimal tapering depths 
appear to be near 0 m just outside the basins, and increase away from the basins up to distances 
of about 10-50 km modeled here, in particular toward the northeast, east and southeast. 



SMIP23 Seminar Proceedings 

88 
 

 
Figure 6. 0.3-1.0 Hz FAS bias at sites for the 2008 Mw5.4 Chino Hills earthquake with GTL 
depths of 0 m, 150 m, 300 m, 600 m, 900 m and 1200 m. The yellow lines depict approximate 
outlines of the SFB, LAB, SGB, CB, and SBB. 
 

 
Figure 7. Same as Fig. 6, but for the 2009 Mw4.5 San Bernardino earthquake. 



SMIP23 Seminar Proceedings 

89 
 

 
Figure 8. Same as Fig. 6, but for the 2009 Mw4.7 Inglewood earthquake. 
 
 

 
Figure 9. Same as Fig. 6, but for the 2014 Mw4.4 Encino earthquake. 
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Figure 10. Same as Fig. 6, but for the 2014 Mw5.1 La Habra earthquake. 
 

 
 
Figure 11. Same as Fig. 6, but for the 2018 Mw4.4 La Verne earthquake. 
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Figure 12. Same as Fig. 6, but for the 2020 Mw4.5 South El Monte earthquake.

 
Figure 13. 0.2-1.0 Hz FAS bias at type B sites for (a) the 2008 Mw 5.4 Chino Hills earthquake, 
(b) the 2009 Mw 4.5 San Bernardino earthquake, (c) the 2009 Mw 4.7 Inglewood earthquake, and 
(d) the 2014 Mw 4.4 Encino earthquake, with no GTL (green lines), a 600 m GTL (blue lines), 
and a 1200 m GTL (red lines). ‘N’ depicts the number of type B sites. 
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Figure 14. Same as Figure 13, but for (e) the 2014 Mw 5.1 La Habra earthquake, (f) the 2018 Mw 
4.4 La Verne earthquake, (g) the Mw 4.5 South El Monte earthquake, and (h) average for all 7 
events. 
 
 

 
 

Figure 15. Estimated tapering depth of the GTL, inferred from the maps of average 0.3-1.0 Hz 
FAS bias for the 7 events shown in Figure 1. The red lines depict approximate outlines of the 
San Fernando basin (SFB), Los Angeles basin (LAB), San Gabriel basin (SGB), Chino basin 
(CB), and San Bernardino basin (SBB). 
 

Figure 16 shows the FAS bias of a simulation of the 2014 M5.1 La Habra earthquake, 
including the spatially-variable distribution of optimal GTL depths found in Fig. 15, but for type 
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B sites only. The FAS bias is generally removed outside the basins, except for isolated sites with 
strong under- or overprediction, which requires further analysis in future work. 

 

 
Figure 16. Average FAS bias for the 2014 M5.1 La Habra event in a model including spatially-
variable GTL depths for type B sites only. 
 

Discussion and conclusions 
 

We have shown that incorporating a new model of the San Gabriel, Chino and San 
Bernardino basins obtained from ambient noise tomography into the SCEC CVM-S decreases 
the FAS bias between 3D physics-based simulations and strong motion data by 38% for 7 
Mw4.4-5.4 earthquakes at sites directly above the model for frequencies 0.2-0.5 Hz. We then use 
the updated CVM to estimate the depth distribution of a near-surface GTL that minimizes the 
average 0.3-1.0 Hz FAS bias between the simulations and strong motion data in the greater Los 
Angeles area, CA. For sites with shear-wave velocity larger than 1,000 m in the CVM, the 
optimal tapering depth shows strong spatial variation. In general, the optimal tapering depths 
appear to increase from near 0 m at the edges of the sedimentary basins to values of 1,000 m or 
larger at distances of 10-50 km from the basins, in particular toward the northeast, east and 
southeast. A simulation of the 2014 La Habra event with this distribution of spatially-variable 
optimal GTL depths shows an improved fit between synthetics and data for type B sites, leaving 
only isolated sites with strong under- or overprediction. 

Hu et al. (2022) applied their GTL modifications only where existing Vs values were 
larger than the proposed taper, arguing that the SCEC CVM-S is already well-constrained by 
well data, Vs30 values, etc, inside the basins. However, while this study focused on estimating the 
optimal GTL thickness at sites outside the sedimentary basins, our simulations also applied the 
GTL taper at sites inside the basins (see Figure 15). The basin sites generally favor small to no 
(additional) GTL in the SCEC CVM-S, while some sites show a rapid spatial variation between 0 
m and 1,200 m, many aligned along pseudo-linear trends. We recommend further scrutiny on the 
Vs profiles at the basin sites in the SCEC CVM-S in order to improve the fit between seismic 
synthetics and data. 
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Abstract 

The Community Seismic Network (CSN) is a low-cost, MEMS-sensor seismic network 
with smaller average station-to-station spacing than stations for other networks. We have 
downloaded and processed CSN data for 29 earthquakes with M > 4 from 2012 to 2023 using 
NGA procedures. Visual checks of data useability were applied to distinguish rejected records 
form records with clear seismic signals. We compare recordings from proximate (within 3 km) 
CSN and non-CSN (generally SCSN or CSMIP) stations with usable signals. Results show no 
systematic differences for peak acceleration and similar spectra when the CSN motions have 
large usable bandwidths. 

Introduction 

The Community Seismic Network (CSN) is a network currently with over 800 three-
component seismic stations, mainly in southern California (Clayton et al. 2011, 2020; 
http://csn.caltech.edu/), which are operated as a collaborative research effort between Caltech 
and UCLA. The network is expected to grow to 1200 three-component stations by the end of 
2023. In terms of its layout and configuration, CSN differs from other seismic networks in two 
principal respects. First, the sensors are spatially concentrated in certain parts of southern 
California, and as a consequence, as currently configured they are relatively ineffective for some 
classical applications like earthquake location or recording motions over a wide distance range, 
but they are effective at capturing ground motion characteristics over relatively short length 
scales. Second, the instruments have relatively high noise levels compared to broadband 
seismometers or modern accelerometers.   

We have recently completed a project that evaluated the effective noise threshold of CSN 
data based on the currently available recordings, to validate the recordings against those from 
higher-resolution sensors, and to make available in a public database CSN data that is judged to 
be reliable along with its associated metadata. Results of this study are presented in a project 
report (Stewart et al. 2023). This paper presents a portion of the research results related to 
comparisons of CSN data to data from proximate sensors from alternate networks (mainly 
CSMIP and Southern California Seismic Network).  

http://csn.caltech.edu/
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Following this introduction, we provide background information on the CSN, describe 
the data produced by the network, describe the data processing and assignment of classes that 
indicate record quality, and compare CSN data to data from other networks.   

CSN Instruments and Housing 

Over the duration of the current project, the Community Seismic Network (CSN) 
comprised 769 seismic station locations, most of which are in southern California (Clayton et al., 
2020). In addition, there are 339 previously active but now decommissioned station locations, 
some of which produced data that is evaluated. Figure 1 shows the locations of CSN stations 
overlaid on a regional map that also shows stations from other regional networks (CSMIP, 
USGS, SCSN). As indicated in Figure 1, the locations of CSN stations include the San Fernando 
Valley, Pasadena, San Gabriel Valley, downtown Los Angeles, Hollywood, and South Los 
Angeles; many of these areas have high densities of population or industrial activity and hence 
are culturally noisy.  

 
Figure 1. Map of southern California showing locations of ground motion stations considered in 
prior work (NGA-West2, Bozorgnia et al. 2014 & basin study, Nweke et al. 2022) (CSMIP, 
USGS, SCSN) and CSN stations (active and decommissioned) considered in this project. 
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CSN utilizes low-cost, three-component, MEMS accelerometers. The primary product of 
the network is measurements of shaking of the ground as well as upper floors in buildings, in the 
seconds during and following a major earthquake. Each sensor uses a small, dedicated ARM 
processor computer running Linux, and analyzes time series data in real time at 250 samples per 
second (sps), which is then downsampled to 50 sps. Innovations in cloud computing for data 
processing, coupled with sensor developments for the video-gaming and automotive air bag 
industries, have helped form the technological basis of this network. Prior to ~2014, most CSN 
stations consisted of plug-in sensors that were attached to community hosts’ laptops and desktop 
computers; the hosts determined the deployment location and coupling. Data from these 
deployments went into the early earthquake database, but this deployment type no longer exists. 
After 2014, all CSN sensors are stand-alone devices deployed by a CSN field engineer who 
determines location and physical coupling with the floor. 

Some CSN station locations have multiple instruments. This occurs because of multiple 
instruments (referred to here as a “station”) within a structure at different heights, and in some 
cases, different locations in plan at a given height. The number of three-component instruments 
is 1868, which includes 1250 ground stations, 27 basement stations, and 463 stations on floors of 
buildings above the ground line. The instrumented buildings have between 1 and 3 triaxial 
sensors deployed per floor. The sensing hardware and parameters are the same as for the free-
field. There are no sensors on lifelines infrastructure at the present time.  

We focused on ground and basement stations and do not consider above-ground stations. 
Each of the ground-level and basement stations has been assigned an instrument housing code 
using guidelines from COSMOS (COSMOS 2001). This information is provided as metadata 
accompanying the CSN sites in the ground motion database (Buckreis et al. 2023). The 
applicable codes that were applied to CSN stations are as follows:  

1. "04" - ground-floor in a 1-2 story building without a basement (1250 CSN stations) 
2. "05" - ground-floor in a larger structure (118 CSN stations) 
3. "09" - basement or underground in a large vault (27 CSN stations) 
4. "10" - upper levels of a structure (463 CSN stations) 

Stations in group 04 can be considered “free-field.” Stations in 05 and 09 might be 
approximated as free-field depending on the depth of embedment (for 09) and plan size of the 
structure (for 05). The difference between the 769 figure mentioned at the start of this section 
and the sum of 04, 05, and 09 is caused by the occurrence of multiple stations at a given site at 
the ground level or basement level. 

Database 

Events Considered 

Figure 2 shows the locations of 29 events considered in this study. We include all events 
recorded by the network with M > 4. Per NGA protocols (e.g., Contreras et al. 2022), seismic 
moment is taken from the global centroid moment tensor catalog (Ekström et al. 2012; 
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https://www.globalcmt.org/) as are other moment tensor attributes with the exception of 
hypocenter location, which is taken from USGS (https://www.usgs.gov/programs/earthquake-
hazards/earthquakes).  

 
Figure 2. Map of CSN stations and the events they recorded. 

CSN Data Processing 

The Next Generation Attenuation (NGA; e.g., Bozorgnia et al 2014) program has 
developed standard steps that are used to process earthquake ground motions. The aim of the 
steps is to minimize the effects of noise on recorded ground motions, while optimizing the 
dynamic range for which a given recording can be considered to accurately represent the ground 
shaking at the site. The most recent procedures are described by Goulet et al. (2021) and Kishida 
et al. (2020), although the main elements of the procedure were presented earlier by Boore 
(2005), Boore and Bommer (2005), and Douglas and Boore (2011). The steps included the 
following, and are illustrated by Stewart et al. (2023) for their application to the CSN data:  

1. Screening to identify noise-dominated records or records with spurious features 
2. Identification of noise and signal windows 
3. Compute Fourier Amplitude Spectra (FAS) of both windows and normalization of 

the FAS to account for potentially different window durations.  

https://www.globalcmt.org/
https://www.usgs.gov/programs/earthquake-hazards/earthquakes
https://www.usgs.gov/programs/earthquake-hazards/earthquakes
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4. Apply high- and low-pass filters to minimize effects of noise at low and high 
frequencies, respectively.  

5. Baseline correction 

These procedures were applied using a modified version of the gmprocess code (Hearne 
et al., 2019). As described in Ramos-Sepulveda et al. (2023), the modifications improve the 
high-pass corner frequency selection to minimize displacement wobble and facilitate human 
review and modification of corner frequencies.  

Some of the events shown in Figure 2 were not present in the working version of the 
relational ground motion database being used in the NGA-West3 project (Buckreis et al. 2023). 
For those events, non-CSN data was also processed using similar procedures so that more 
complete datasets for each event are available. All of the data is incorporated into the current 
working version of the database, which is publicly available.  

Data Classification 

In our evaluations of the CSN data, we observed three general categories of records. The 
“best” records (BroadBand Records; BBR) clearly reflect earthquake shaking, having waveforms 
where the different wave arrivals are evident and modest effects of noise. Records deemed 
unusable (REJected records; REJ) appear to be noise dominated, generally based on visual 
inspection of time series, but sometimes also from similar levels of signal and noise FAS. The 
intermediate case (Narrow-Band Records; NBR) consists of records that have the visual 
appearance of earthquakes, but the signal is of modest strength in comparison to noise and the 
record bandwidths are relatively limited. 

Figure 3 shows data distributions in magnitude-distance space for BBR (green), NBR 
(yellow), and REJ (red) records. In the upper-left portion of the plot (large magnitude or close 
distances for M < 5 events), most records are BBR, whereas the lower-right portions (M < 5 
event and distances > 50-100 km) are REJ. Clearly the level of ground shaking strongly affects 
the classifications. This is also reflected in summary statistics for the data set. Among events 
since 2018, large-magnitude events and events generally closer than 70-80 km from the network 
(Malibu, Carson, Lennox, El Monte, Pacoima, Searles Valley, Ridgecrest, La Verne) have the 
following aggregate component record classifications:  

• Usable records (BBR and NBR): 5470 (56.7%) (1122 BBR, 4358 NBR) 
• Rejected records: 4176 (43.2%) 

The database as a whole, which includes many events with small magnitude and large distances, 
breaks down as  

• Usable records (BBR and NBR): 9286 (46.4%) (1187 BBR, 8009 NBR) 
• Rejected records: 10,612 (53.6%) 
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Figure 3. Record classification as function of distance and magnitude. 

Data Comparisons 

An important step in the evaluation of the usability of ground motions recorded by CSN 
stations is to compare with ground motions recorded by non-CSN/traditional network sensors 
that have been used in previous studies (i.e., NGA projects). Such comparisons are most robust 
when sensors from both networks share the same location and both record a given event. Three 
such co-located sensor pairs exist in the network. The analysis of these sensors (Stewart et al. 
2023) is inconclusive due to the small size of the data set and some differences in the sizes of 
structures housing the different instruments. Here, we instead focus on proximate sensors, which 
meet two criteria: (1) the stations are separated by ≤ 3 km and (2) the stations have the same 
surface geology, based on the statewide map by Wills et al. (2015). Station pairs that meet these 
criteria are mapped in Figure 4 (arrows are drawn between paired stations).  
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Figure 4. Map showing proximate CSN and non-CSN stations (160 pairs), defined by separation 
distances ≤ 3 km and matching surface geologies as provided by Wills et al. (2015). 

 

For each station pair, a differential ground motion IM is computed as:  

                                                 𝛿𝛿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙) = 𝑙𝑙𝑙𝑙(𝑙𝑙𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐) − 𝑙𝑙𝑙𝑙(𝑙𝑙𝑙𝑙𝑐𝑐𝑛𝑛𝑛𝑛) (1) 

where the ‘csn’ subscript indicates the IM is from the CSN station and the ‘net’ subscript 
indicates the IM is from the non-CSN station. Both IMs are taken from individual as-recorded 
components of ground motion (generally north-south and east-west). The average value of 
𝛿𝛿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙) is denoted 𝜇𝜇𝛿𝛿.  

Figure 5 plots 𝛿𝛿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙) vs separation distance for cases in which the CSN records are 
BBR and the IM is PGA.  The mean difference in this case is 𝜇𝜇𝛿𝛿 = -0.017 with a standard error 
of the mean of 0.071.  These results show that the CSN PGAs are on average slightly smaller 
than the non-CSN PGAs, but that the differences are small and within the margin of error. Figure 
6 shows the variation of 𝛿𝛿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙) with period for Sa over the period range of 0.01 to 10 sec. Data 
are only considered in the calculation of the binned means when both the CSN and non-CSN Sa 
values are within their usable ranges given the data filtering (i.e., the oscillator period T < 
0.8/fcHP for both instruments). The results in Figure 6 show a negative bias (CSN lower) for 
periods near 1.0 sec (~0.6 < T < 2.0 sec) and for T > ~5 sec, but otherwise the two sets of IMs 
essentially match. The bias near 1.0 sec is about 10-15% (-0.1 to -0.15 ln units).  
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Figure 5. Variation of differential PGA with station separation distance for BBR CSN 
recordings. The mean and standard deviation of the data are 𝜇𝜇𝛿𝛿 = -0.017± 0.071 

 

 

Figure 6.  Variation of mean differential Sa with period for BBR CSN recordings 
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Figure 7 plots 𝛿𝛿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙) vs separation distance for cases in which the CSN records are 
NBR and the IM is PGA.  The mean difference in this case is 𝜇𝜇𝛿𝛿 = -0.023 with a standard error 
of the mean of 0.056.  These results show that the CSN PGAs are on average smaller than the 
non-CSN PGAs, but as with BBR data, the differences are small enough that the bias can be 
considered to be statistically insignificant. Figure 8 shows the variation of 𝛿𝛿(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙) with period 
for Sa over the period range of 0.01 to 10 sec. The results in Figure 8 show a negative bias (CSN 
lower) over multiple period intervals including 0.05-0.1 sec, 0.4-1.0 sec, and > 3 sec. Within 
these period intervals, the levels of bias are small (~ -0.1 ln units) but are repeatable and 
statistically significant.  

 

 

Figure 7. Variation of differential PGA with station separation distance for NBR CSN 
recordings. The mean and standard deviation of the data are 𝜇𝜇𝛿𝛿 = -0.023± 0.056 
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Figure 8. Variation of mean differential Sa with period for NBR CSN recordings. 

 

The results presented above show that BBR CSN and non-CSN records are similar within 
the typical usable period range of PGA to ~5 sec, with the exception of low CSN ground motions 
near 1.0 sec. The CSN NBR records are also unbiased for PGA, but these records have lower 
ground motions than the non-CSN records over a range of periods, which is expected because by 
definition these records have a relatively limited frequency range and hence are missing 
significant portions of the seismic signal at low and high frequencies. As a result, we suggest that 
the criteria used to define BBR recordings be used to identify usable CSN data for ground 
motion applications.  

Conclusions 

This broader study from which the Stewart et al. (2023) report was produced has 
undertaken a series of tasks that collectively aim to provide insight into the performance of CSN 
ground-level sensors during southern California earthquakes, provide processed data in an 
accessible form for users, and provide recommendations on the range of conditions for which the 
data can be used with confidence in ground motion modeling projects.  

CSN data from 29 earthquakes was uniformly processed using NGA-type procedures. For 
events where data from other networks was already available, the CSN data has been added to a 
national database for ground motion research applications (Buckreis et al. 2023) to supplement 
the previously available data. For events not previously in the database, CSN and non-CSN data 
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has been processed and added to the database. Relevant site and event metadata has been 
compiled and added so that this data is available for public use.  

Among the events considered, approximately 50% of the recordings were judged to be 
not usable because they are noise-dominated based on visual inspection or have unusual features. 
These are referred to as REJ records in this report. However, this rate is potentially misleading as 
an indicator of network performance, because 27 of the 29 events are small magnitude (< 5.5) 
and often occurred at considerable distances from the network. Two large events (2019 Searles 
Valley and 2019 Ridgecrest) were successfully recorded by over 95% of sensor horizontal 
components, despite being located at distances > 150 km. This rate of data recovery is 
considered more representative of the performance that can be expected in future impactful 
earthquakes in the greater Los Angeles area.  

Among the remaining (non-REJ) recordings, we distinguished records with relatively 
broad bandwidth (usable Fourier frequency range of at least 0.5 - 10 Hz) (denoted BBR) from 
those with relatively limited bandwidth (narrower than that for BBR at one or both ends of the 
frequency range; denoted NBR). Comparisons of BBR and NBR signals with signals from non-
CSN proximate sensors (separation distance < 3 km and same geology) shows that PGA levels 
are not statistically distinguishable. Spectral accelerations from BBR CSN data appear to be 
unbiased over the oscillator period range of 0.01 to 5 sec based on these comparisons with the 
exception of lower CSN motions near 1.0 sec, whereas NBR CSN data have lower spectral 
accelerations for multiple period intervals < 5 sec (amount of the bias is generally < 10-
15%).  This is not surprising given the limited bandwidth of NBR signals.  

These results show that CSN data is useful for research and engineering applications, but 
its range of applicability is more limited than data from more sensitive instruments. Within its 
application range, the CSN data have advantageous features, including relatively small between-
sensor spacings that facilitate site response or ground motion variability studies at short length 
scales, as well as its continuous recording of ground motions. We strongly encourage continued 
operation and explanation of the CSN network to facilitate these and other research applications.  
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FEBRUARY 2023 EARTHQUAKES IN TURKEY AND SYRIA: OBSERVATIONS FROM 
THE FIELD AND THE STRUCTURAL ENGINEERING OFFICE 

 

Ayse Hortacsu 

Applied Technology Council 
 

Abstract 

The Learning From Earthquakes (LFE) program of the Earthquake Engineering Research 
Institute (EERI) deployed several teams to conduct reconnaissance activities in Turkey following 
the February 6, 2023 earthquakes.  The findings from the teams, along with the observations 
from the GEER Association field teams are summarized in the report available here: 
https://learningfromearthquakes.org/2023-02-06-nurdagi-
turkey/images/2023_02_06_nurdagi_turkey 
/GEER_2023_Turkey_Earthquake_FullReport_ReducedSize.pdf .  

This presentation brings forward highlights from the field observations with a focus on 
typical damage to reinforced concrete frame structures, and the impact of this damage to 
property and to the community functions. The presentation also reports on the post-earthquake 
functionality of two hospitals serving the same community, along with data collected from 
additional healthcare facilities in the region. Although the code requirements pertaining to 
structural engineering in the last two decades are on par with the requirements in the U.S., the 
observations from the field indicate that lack of code enforcement during the design and 
construction phase may have an impact on the performance of the buildings.  

https://learningfromearthquakes.org/2023-02-06-nurdagi-turkey/images/2023_02_06_nurdagi_turkey/GEER_2023_Turkey_Earthquake_FullReport_ReducedSize.pdf
https://learningfromearthquakes.org/2023-02-06-nurdagi-turkey/images/2023_02_06_nurdagi_turkey/GEER_2023_Turkey_Earthquake_FullReport_ReducedSize.pdf
https://learningfromearthquakes.org/2023-02-06-nurdagi-turkey/images/2023_02_06_nurdagi_turkey/GEER_2023_Turkey_Earthquake_FullReport_ReducedSize.pdf
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2023 TÜRKIYE EARTHQUAKE SEQUENCE: STRONG MOTION DATA 
 

Tristan E. Buckreis 

Department of Civil and Environmental Engineering, University of California, Los Angeles 
 

Abstract 

The 2023 Türkiye earthquake sequence includes the February 6 M7.8 mainshock followed 
approximately nine hours later by a M7.7 aftershock, and many smaller aftershocks including 
M6.8 and M6.3 events on February 6 and 20, respectively. These events occurred in a region near 
the plate boundary on the East Anatolian Fault, in the proximity of which numerous strong motion 
recording stations had been installed north of the Türkiye-Syria border. Within hours of these 
significant events, strong motion data became available through the Earthquake Data Center 
System of Türkiye (TDVMS) and the Incorporated Research Institutions for Seismology (IRIS) 
from over 700 seismic stations operating in the region. Early releases of some data through 
TDVMS were found to contain baseline-correction and instrument metadata errors, which have 
been corrected over time. Additionally, records at a few number of stations which had be identified 
to terminate prematurely (i.e., the record ends while the site is experiencing significant shaking), 
have been properly windowed in subsequent releases.   

Raw time-series have been screened manually to remove noise-dominated and spurious 
records, and the remaining records were processed using standard procedures developed during 
Next Generation Attenuation (NGA) projects. A total of 310, 351, 291, and 229 usable three-
component recordings were processed from the M7.8, M7.7, M6.8, and M6.3 events, respectively, 
with maximum peak ground accelerations at several stations exceeding 1.0 g. Source, path, and 
site metadata were compiled according to uniform protocols, which benefited greatly from 
extensive site characterization performed at seismic stations by the Disaster and Emergency 
Management Authority (AFAD). The strong motion data and associated metadata are publicly 
available at https://doi.org/10.17603/ds2-t115-bk161, and will be incorporated into the NGA-
West3 database.  

Comparisons to ground motion models (GMMs) for active tectonic regions demonstrate 
the existence of complex path effects that result in relatively poor fits between the GMMs and 
observed data at large distances (RJB > 200 km). Residual maps produced from these analyses 
demonstrate that ground motions generally over-predicted on the Anatolian block and under-
predicted on the Arabian block. The repercussions of these events will have a lasting effect on the 
region, and their scientific and engineering impacts will prove to be influential for future ground 
motion related studies and efforts. 

 
1Buckreis, T., B. Güryuva, A. İçen, O. Okcu, A. Altindal, M. Aydin, R. Pretell, A. Sandikkaya, Ö. Kale, A. Askan, S. 
Brandenberg, T. Kishida, S. Akkar, Y. Bozorgnia, and J. Stewart (2023) Ground Motion Data from the 2023 Türkiye-
Syria Earthquake Sequence. DesignSafe-CI. https://doi.org/10.17603/ds2-t115-bk16  

https://doi.org/10.17603/ds2-t115-bk16
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Abstract 
 
GEER (Geotechnical Extreme Events Reconnaissance) mobilized several joint US and Turkish 
teams following the Feb 6th earthquakes in southwest Turkiye to collect perishable data.  A 
collaborative EERI and GEER report was published disseminating the reconnaissance 
observations:  
https://www.geerassociation.org/index.php/component/geer_reports/?view=geerreports&layout=
build&id=109 
 
This presentation provides a brief summary of the surface fault rupture, landslides, rock fall, 
liquefaction, lateral spreading, and other ground damage and how these impacted the civil 
infrastructure and built environment.  The damage zone from these earthquakes was on the order 
of 200 km wide by 350 km long with widespread left-lateral surface fault rupture and 
liquefaction/lateral spreading affecting many cities and towns in the region.  Several earth dams 
experienced some form of seismic induced deformations and one experienced surface fault 
rupture.   Ports and harbors were damaged primarily due to liquefaction, and landsliding and 
rock falls were documented throughout the damage zone.  The goal of these efforts is to learn 
from this event so that these hazards can be mitigated in future seismic events. 

https://www.geerassociation.org/index.php/component/geer_reports/?view=geerreports&layout=build&id=109
https://www.geerassociation.org/index.php/component/geer_reports/?view=geerreports&layout=build&id=109

	Cover Page
	About the CSMIP, CISN, & CESMD
	Disclaimer
	Preface
	Appreciation to Members of the Strong Motion Instrumentation Advisory Committee

	Table of Contents
	SMIP23 Program
	Paper 1: STRUCTURAL RESPONSE PREDICTION USING DEEP NEURAL NETWORKS
	Paper 2: INHERENT DAMPING DURING NONLINEAR SEISMIC RESPONSE
	Paper 3: VALIDATION OF SEISMIC DESIGN PROVISIONS FOR DIAPHRAGMS AND ASSESSMENT OF HIGHER-MODE RESPONSES ON EARTHQUAKE-RESISTANT BUILDINGS – SECOND PROJECT UPDATE
	Abstract
	Introduction
	ASCE/SEI 7-22 Section 12.10.3 Alternative Design Provisions for Diaphragms
	Workflow for Analysis of Recorded Data and Metadata
	Buildings Stations
	Estimation of First-, Second-, and Third-mode Periods
	Estimation of Seismic Performance Factors
	Preliminary Comparison between Design-based Modified Acceleration Coefficients and Measured Peak Floor Accelerations
	Conclusions
	Acknowledgments
	References

	Paper 4: ASSESSMENT OF VIBRATION CHARACTERISTICS OF BRIONES AND TERMINUS DAMS USING EARTHQUAKE RECORDINGS
	Abstract
	Introduction
	Description of Selected Dams
	Briones Dam
	Terminus Main and Auxiliary Dams

	Signal-to-Noise Ratio (snR)
	Horizontal-to-Vertical Spectral Ratio
	Crest to Abutment or Downstream Ratio
	Interpretation of Results and Comparison with Available Literature
	Conclusions
	Acknowledgements
	References

	Paper 5: CALIBRATION OF THE NEAR-SURFACE SEISMIC STRUCTURE IN THE SCEC
COMMUNITY VELOCITY MODEL VERSION S
	Paper 6: COMPARISON OF GROUND MOTIONS FROM CSN INSTRUMENTS AND PROXIMATE SENSORS FROM OTHER NETWORKS
	Abstract
	Introduction
	CSN Instruments and Housing
	Database
	Events Considered
	CSN Data Processing
	Data Classification

	Data Comparisons
	Conclusions
	Acknowledgments
	Funding for this study was provided by the California Strong Motion Instrumentation Program under contract number 1021-006. Partial support for the second and fourth authors was also provided by the UCLA and USC Civil & Environmental Engineering Depar...
	References

	Paper 7: FEBRUARY 2023 EARTHQUAKES IN TURKEY AND SYRIA: OBSERVATIONS FROM THE FIELD AND THE STRUCTURAL ENGINEERING OFFICE
	Paper 8: 2023 TÜRKIYE EARTHQUAKE SEQUENCE: STRONG MOTION DATA
	Paper 9: GEOSCIENCE AND ENGINEERING IMPACTS OF THE FEB 6TH TURKIYE EARTHQUAKES

