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The California Strong Motion Instrumentation Program (CSMIP), a program within the 
California Geological Survey (CGS) of the California Department of Conservation, records the 
strong shaking of the ground and structures during earthquakes for analysis and utilization by the 
engineering and seismology communities through a statewide network of strong motion 
instruments (www.conservation.ca.gov/CGS/smip).  CSMIP is advised by the Strong Motion 
Instrumentation Advisory Committee (SMIAC), a committee of the California Seismic Safety 
Commission.  Major program funding is provided by an assessment on construction costs for 
building permits issued by cities and counties in California, with additional funding from the 
California Emergency Management Office (CalEMA, formerly California Office of Emergency 
Services), the California Department of Transportation (Caltrans) and the Office of Statewide 
Health Planning and Development (OSHPD). 
 
In July 2001, the California Office of Emergency Services (OES) began funding for the 
California Integrated Seismic Network (CISN), a newly formed consortium of institutions 
engaged in statewide earthquake monitoring that grew out of TriNet, funded by FEMA, and 
includes CGS, USGS, Caltech and UC Berkeley.  The goals are to record and rapidly 
communicate ground shaking information in California, and to analyze the data for the 
improvement of seismic codes and standards (www.cisn.org).  CISN produces ShakeMaps of 
ground shaking, based on shaking recorded by stations in the network, within minutes following 
an earthquake.  The ShakeMap identifies areas of greatest ground shaking for use by OES and 
other emergency response agencies in the event of a damaging earthquake. 
 
The Center for Engineering Strong Motion Data (CESMD) is operated by the CSMIP Program 
of the CGS in cooperation with the National Strong-Motion Project (NSMP) and the Advanced 
National Seismic System (ANSS) of the U.S. Geological Survey (USGS).  The CESMD builds 
on and incorporates the CISN Engineering Data Center and will continue to serve the California 
region while expanding to serve other ANSS regions.  The Data Center provides strong-motion 
data rapidly after a significant earthquake in the United States.  Users also have direct access to 
data from previous earthquakes and detailed information about the instrumented structures and 
sites.  The Data Center is co-hosted by CGS and USGS at www.strongmotioncenter.org 
 
 
 
 DISCLAIMER 
 
 
Neither the sponsoring nor supporting agencies assume responsibility for the accuracy of the 
information presented in this report or for the opinions expressed herein.  The material presented 
in this publication should not be used or relied upon for any specific application without 
competent examination and verification of its accuracy, suitability, and applicability by qualified 
professionals.  Users of information from this publication assume all liability arising from such 
use. 
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PREFACE 

 
 The California Strong Motion Instrumentation Program (CSMIP) in the California 
Geological Survey of the California Department of Conservation established a Data 
Interpretation Project in 1989.  Each year CSMIP Program funds several data interpretation 
contracts for the analysis and utilization of strong-motion data.  The primary objectives of the 
Data Interpretation Project are to further the understanding of strong ground shaking and the 
response of structures, and to increase the utilization of strong-motion data in improving post-
earthquake response, seismic code provisions and design practices. 
 
 As part of the Data Interpretation Project, CSMIP holds annual seminars to transfer 
recent research findings on strong-motion data to practicing seismic design professionals, earth 
scientists and post-earthquake response personnel.  The purpose of the annual seminar is to 
provide information that will be useful immediately in seismic design practice and post-
earthquake response, and in the longer term, useful in the improvement of seismic design codes 
and practices.  Proceedings and individual papers for each of the previous annual seminars are 
available in PDF format at http://www.consrv.ca.gov/CGS/smip/proceedings.htm  The SMIP09 
Seminar is the twentieth in this series of annual seminars. 
 
 The SMIP09 Seminar is divided into two sessions in the morning and two sessions in the 
afternoon.  The sessions in the morning include three presentations on CSMIP-funded projects.  
These include analysis of the Turkey Flat ground motion prediction experiment and two 
presentations on utilizing recorded response data from buildings.  The afternoon sessions include 
an invited presentation by Chris Poland on observation of structural performance during the 
recent earthquake in Italy, presentations by two investigators of CSMIP-funded projects on 
utilization of recorded data from highway bridges and design ground motions for tall buildings in 
the Tall Building Initiative, and an update and new features of the Center for Engineering Strong 
Motion Data. 
 
 
 
 Moh J. Huang, Ph.D., P.E. 
 CSMIP Data Interpretation Project Manager 
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ANALYSIS OF TURKEY FLAT GROUND MOTION PREDICTION EXPERIMENT – 
LESSONS LEARNED AND IMPLICATIONS FOR PRACTICE 

 
 

Steven L. Kramer 
 

Department of Civil and Environmental Engineering 
University of Washington, Seattle, Washington 

 
 

Abstract 
 
 This paper describes an investigation of the ground motions recorded at the Turkey Flat 
test site, and of the predictions of those motions in the blind prediction symposium that took 
place in 2006.  The two-phase prediction experiment attracted numerous participants using 
several approaches to ground motion modeling and site data interpretation.  The results of the 
Phase 1 predictions showed strong consistency in the predicted motions, but significant 
differences between the predicted and recorded motions.  The Phase 2 predictions were also 
consistent and were also quite accurate.  The paper reviews the basic experiment, summarizes the 
results of the Phase 1 and 2 predictions, examines potential explanations for the differences 
between the predicted and observed motions, and comments on lessons learned and implications 
for site response practice. 
 
 

Introduction 
 
 The California Geological Survey Strong Motion Instrumentation Program (CSMIP) 
established an instrumented site effects array in a shallow valley at Turkey Flat, located 8 km 
southeast of the town of Parkfield about 5 km east of the San Andreas Fault in central California.  
The array was intended to provide data with which to investigate the accuracy and consistency of 
current methods for estimating the effects of site conditions on ground surface motions (Tucker 
and Real, 1986).  The array became operational in 1987 and was subjected to numerous episodes 
of weak shaking; a weak-motion blind prediction exercise was conducted in 1989 (Real and 
Cramer, 1989; Cramer and Real, 1990a, b; Cramer, 1991).  On September 28, 2004, the M6.0 
Parkfield earthquake occurred producing much higher levels of ground shaking than the array 
had previously experienced.  This event provided the ground motion records required to conduct 
the long-anticipated strong motion blind prediction test.  In the two-phase test, recorded rock 
motions were provided to predictors in March, 2005 with predictions due in October, 2005, then 
additional motions were provided in October, 2005 with predictions due in February, 2006.  A 
symposium was held in September, 2006 to reveal and discuss the measured and predicted 
surface motions. 
 
 Following the prediction symposium, a project was initiated to (a) investigate recorded 
ground response at the Turkey Flat array at different levels of shaking in multiple events, (b) 
evaluate equivalent linear and nonlinear  blind predictions of site response in the September 28, 
2004 Parkfield earthquake, (c) investigate differences between predicted and recorded motions at 
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the various instrument locations, and (d) summarize lessons learned, recommended practices, 
and beneficial uses of strong motion records in site response prediction.  This paper summarizes 
the results of that project. 
 

Turkey Flat 
 
 The Turkey Flat site is located in a northwest-trending valley within the central 
California Coastal Range.  The valley is filled with a relatively thin layer of stiff alluvial 
sediments with basement rock outcrops at the south and north ends of the valley (Figure 1).  The 
valley is about  6.5 km long and 1.6 km wide, and is bounded on the north and east by the 
Maxim fault at the western flank of Table Mountain and on the south and west by a gentle 
topographic high (Real, 1988) near the Gold Hill fault.  The valley is aligned with the southwest-
plunging Parkfield syncline in which approximately 1 km of Upper Cretaceous and Tertiary 
strata overlying Franciscan basement are folded into a U-shape that dip at about 50o and 70o on 
the southwest and northwest flanks, respectively.  The rock immediately underlying the valley 
sediments is sandstone of the Etchegoin formation. 
 
Instrumentation Array 
 
 The Turkey Flat test site includes four recording sites – Rock South (labeled as R1 in 
Figure 1), Valley Center (V1), Valley North (V2), and Rock North (R2).  Surface instruments 
were installed at each of these sites, and downhole instruments were also installed at the Rock 
South and Valley Center sites.  Downhole instrument D1 was located at a depth of approximately 
24 m at the Rock South site, and downhole instruments D2 and D3 were located at depths of 
approximately 10 m and 24 m, respectively, at the Valley Center site.  Instrument D3 was 
located about 1 m below the soil/rock boundary at the Valley Center site.  Each instrument 
location included a three-component forced-balance accelerometer and a velocity transducer with 
12-bit solid-state digital recording.  CSMIP also established and maintained a 45-station wide-
aperture strong-motion array across the Parkfield segment of the San Andreas fault several km 
from the Turkey Flat test site (McJunkin and Shakal, 1983). 
 
Subsurface Conditions 
 
 The Etchegoin sandstone formation underlies the alluvial sediments and outcrops at the 
borders of the valley.  25-m-deep boreholes at the southern outcrop showed medium brown to 
tan, highly friable sandstone with subangular to rounded, well-sorted grains composed of about 
50% quartz (Real, 1988).  Sandstone velocities (p- and s-wave) were measured by downhole, 
crosshole, and suspension logging tests; the results were interpreted as indicating two primary 
zones – an approximately 2.4-m-thick upper zone with Vs = 200 – 800 m/sec, and a lower zone 
with Vs = 700 – 1,500 m/sec.     
 
 The valley sediments were investigated by seismic reflection and refraction profiling, and 
by the installation of a dozen borings with sampling and insitu testing.  The collective 
information was interpreted as indicating three primary soil units (Real, 1988).  The upper unit 
consists of dark brown silty clay (at the Valley Center) to sandy clay (at Valley North).  The 
middle unit consists predominantly of clayey sand that contains more gravel and sandy clay at 
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the Valley North site than at the Valley Center.  The lower unit is fine to medium clayey sand 
with gravel.  Shear wave velocities ranged from about 150 m/sec (Valley Center) to 135 m/sec 
(Valley North) in the upper unit, 460 m/sec (Valley Center) to 275 m/sec (Valley North) in the 
middle unit, and about 610 m/sec across the valley in the lower unit.  The measured shear wave 
velocity data was used to construct “standard” profiles at the Rock South and Valley Center sites 
(Figure 2).  Participants in the strong motion prediction exercise were required to make a 
prediction based on the standard profile, and encouraged to make another prediction using a 
“preferred” velocity profile based on their own interpretation of the field and laboratory velocity 
data.   
 

 
Figure 1.    Schematic illustration of Turkey Flat 

instrumentation layout (after Tucker and Real, 1986).  
Figure 2.  Standard shear wave velocity profiles for 

Valley Center and Rock South locations 
(after Real, 1988). 

 
 

The September 28, 2004 Parkfield Earthquake 
 
 After some 17 years of operation, the Turkey Flat test site was subjected to strong ground 
shaking in the September 28, 2004 Parkfield earthquake.  The earthquake was very well-
documented and produced an extensive, dense set of near-fault strong motion records with 
measured peak accelerations of 2g or higher (Shakal et al., 2006a,b).  The peak accelerations at 
the distance of the Turkey Flat test site were generally 0.3g or less. 
 
Recorded Ground Motions 
 
 The acceleration time histories recorded at the Rock South and Valley Center arrays are 
shown in Figure 3.  The time histories suggest a modest degree of amplification within the 
sandstone at the Rock South site; the NS component of the rock surface has a peak acceleration 
of 0.24g compared with a NS peak acceleration of 0.19g at the 24-m-deep R1 instrument.  They 
also suggest a high degree of amplification at the Valley Center site; the NS peak accelerations at 
the ground surface (V1), mid-depth (D2), and rock (D3) instruments 0.29g, 0.12g, and 0.06g, 
respectively.  Response spectra for the EW and NS components of the motions were consistent 
with each other. 
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Figure 3.  Time histories of North-South accelerations recorded at Rock South and Valley Center downhole 
arrays in September 28, 2004 Parkfield earthquake. 

 
 
Other Events 
 
 A set of Turkey Flat ground motions produced by eight earthquakes (Table 1) was 
collected and provided to the earth science community by CSMIP.  The 2004 Parkfield 
earthquake is part of this set, identified as Event 3 in Table 1.  Five of the motions are 
aftershocks of the Parkfield mainshock with magnitudes ranging from 3.7 to 5.0.  Other 
independent events include a 1993 Mw 4.2 event (Event 1) located about 14 km from Turkey 
Flat, and the more distant Mw 6.5 San Simeon earthquake from 2003. 
  

Table 1  Events producing moderate to strong motion at Turkey Flat (after Haddadi et al., 2008). 
 

Event 
No. 

Event 
Name 

 
Date 

 
Time 

 
Mw

Epicenter Distance from 
Epicenter to: PGA @ Surface 

Lat Lon RS VC VN RN RS VC VN RN 

1 Apr-93 4/3/1993 21:21:24  4.2 35.942 120.493 14.1 14.5 14.3 13.9 0.026 0.033 0.081 0.047

2 San Simeon 12/22/2003 11:15:56  6.5 35.710 121.100 69.6 70.4 70.6 70.6 0.035 0.036 0.031 0.023

3 Parkfield  9/28/2004 10:15:24  6.0 35.810 120.370 7.6 8.2 8.6 9.2 0.245 0.300 0.260 0.110

4 Aftershock 9/28/2004 10:19:24  4.2 35.844 120.402 5.5 6.3 6.6 7.0 0.052 0.170 0.072 0.034

5 Aftershock 9/28/2004 10:24:15  4.7 35.810 120.350 7.6 8.0 8.4 9.1 0.046 0.074 0.053 0.013

6 Aftershock 9/28/2004 10:33:56  3.7 35.815 120.363 7.0 7.5 8.0 8.6 0.016 0.026 0.026 0.006

7 Aftershock 9/28/2004 12:31:27  4.0 35.840 120.390 5.1 5.9 6.3 6.7 0.012 0.049 0.024 0.008

8 Aftershock 9/29/2004 10:10:04  5.0 35.954 120.502 15.5 15.9 15.7 15.2 0.016 0.042 0.037 0.030
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Predicted Ground Motions 
 
 The strong motion prediction exercise was conducted in two phases.  In the first phase, 
participants were provided with all available subsurface data and the recorded R1 motions, and 
asked to predict the response of the Valley Center profile (i.e., the D3, D2, and V1 motions).  In 
the second phase, which was not initiated until all first-phase predictions had been received, 
participants were provided with the D3 motions and asked to predict the D2 and V1 motions.  
The first phase was therefore intended to represent the common situation in which recorded 
bedrock outcrop motions are used as input to ground response analyses, and the second to the 
much less common situation in which a downhole record is used excite a profile.  Differences in 
 

Figure 4.  EW response spectra from Phase 1 predicted (gray) and recorded (black) motions.   
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the motions predicted by the two approaches depend on the extent to which the recorded 
downhole motion is similar to the “within profile” motion inferred from the rock outcrop motion. 
 
Phase 1 Predictions 
 
 The range of predicted motions from equivalent linear and nonlinear analyses using the 
standard soil model in the first phase are shown for the EW components of the V1, D2, and D3 
instruments in Figure 4.  The motions can be seen to agree with each other reasonably well, 
particularly at periods exceeding about 0.3 sec, although there were a number of outliers in 
different categories.  The predicted spectra from both the equivalent linear and nonlinear 
analyses can be seen to greatly overpredict the recorded motions over a significant range of 
periods.  This overprediction occurs at all three depths within the Valley Center profile. 
 
Phase 2 Predictions 
 
 The second phase analyses were performed using the measured bedrock motions at the 
Valley Center site (D3) as the inputs to the Valley Center profile.  The range of predicted EW 
motions from equivalent linear and nonlinear analyses in the second phase are shown in Figure 5.  
As in the case of the Phase 1 analyses, the predicted motions can be seen to agree with each other 
quite well over a wide range of frequencies.  The Phase 2 predicted spectra can be seen to match 
the recorded motions well over a much broader range of periods than the Phase 1 predictions.   
 

Figure 5.  EW response spectra from Phase 2 predicted (gray) and recorded (black) motions.  
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Comparison of Phase 1 and Phase 2 Predictions 
 
 Both the equivalent linear and nonlinear standard analyses with the standard soil model 
tended to overpredict the response spectra computed from the recorded motions in Phase 1 of the 
Turkey Flat blind prediction exercise.  The overprediction was consistent and systematic.  To 
quantify the prediction errors, residuals defined as 
 
 )(ln)(ln)( TSTSTR predicted

a
recorded
a −=        (1) 

 
were computed for all predictions.  Note that the residuals are defined in terms of the logarithm 
of spectral acceleration, and that a high value of R(T) corresponds to an underprediction and a 
low value of R(T) to an overprediction of the recorded spectral acceleration.   
 
 Residuals were computed for all of the Phase 1and 2 predictions.  Figure 6 presents the 
residuals for the EW components of the equivalent linear and nonlinear standard model 
predictions of the V1 instrument response.  The residuals can be seen to be small at periods 
greater than about 0.7 sec in the EW direction (and were small below 1.3 sec in the NS 
direction).  At lower periods, however, the residuals are strongly negative, indicating systematic 
overprediction of spectral accelerations at the Valley Center rock level.  The residuals are 
particularly low, in all cases, for periods of about 0.3-0.7 sec.  This overprediction was more 
pronounced in the NS direction than the EW direction.  It should be noted that, due to their 
logarithmic definition, a mean residual of α corresponds to a median overprediction ratio of e-α. 
 
 The results point to a fundamental issue with the Phase 1 predictions – the recorded D3 
motions are inconsistent with those inferred from the recorded R1 (and, as discussed 
subsequently, D1) motions, as interpreted in the context of one-dimensional site response.  The 
mean residuals are generally smaller for the equivalent linear predictions than for the nonlinear 
predictions, but the nature of the prediction errors, as evidenced by the shapes of the residual 
curves, are quite similar. The value of Rlnσ  provides an indication of the variability within a 
given class of predictions.  For the standard model predictions, Rlnσ  essentially represents the 
model uncertainty since the other most significant variables (i.e., the velocity profile and soil 
models) are held constant.  For preferred profile predictions, Rlnσ  also includes variability 
associated with different shear wave velocity profiles and soil models.  The variability in the 
equivalent linear predictions can be seen to be significantly greater than that in the nonlinear 
predictions.  The values of Rlnσ  for the equivalent linear case, however, are strongly affected by 
the long-period outliers shown in Figure 5. 
 
 In order to quantify the level of overall error in a given prediction using a single, scalar 
parameter, a “misfit index” for a given prediction was defined as a root-mean-square residual, 
i.e., 
 

 
[ ]∫−
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Figure 6.  Residuals for Phase 1 and 2 equivalent linear and nonlinear analyses of V1 ground motions using 
preferred soil models.  Bold line indicates mean and lighter lines indicate mean +/- σ ln R.

 
 
which was computed numerically using Tmin = 0.01 sec and Tmax = 2.0 sec as 
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where N is the number of periods (57 for the results presented herein) at which spectral 
accelerations are computed.  The upper bound of 2.0 sec in the misfit index definition was 
selected to focus the index on the period range of greatest interest for Valley Center site 
response, and to eliminate the effects of prediction errors for long periods at which amplitudes 
are low and essentially rigid body motion is occurring. 
 
 The computed misfit indices are much higher for the Phase 1 predictions (Table 2) than 
for the Phase 2 predictions (Table 3).  Because of the presence of outlier predictions in many 
cases, the median misfit indices give a better indication of central tendency than the mean values.  
The misfit indices show that the equivalent linear and nonlinear analyses produced results of 
similar accuracy, and that the results of analyses based on the standard soil model were generally 
more accurate, and less variable, than those based on the preferred models. 
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Table 2  Misfit index statistics for Phase 1 predictions. 
 

Group Standard Model Preferred Model 
Median Mean St. Dev. Median Mean St. Dev. 

Equivalent linear 1.158 1.070 0.201 1.117 1.190 0.147 
Linear -- -- -- 0.916 0.916 0.562 
Nonlinear 1.174 1.217 0.207 1.127 1.110 0.134 

 
 

Table 3  Misfit index statistics for Phase 2 predictions. 
 

Group Standard Model Preferred Model 
Median Mean St. Dev. Median Mean St. Dev. 

Equivalent linear 0.025 0.432 0.776 0.032 0.044 0.030 
Linear -- -- -- 0.250 0.250 0.180 
Nonlinear 0.023 0.037 0.031 0.075 0.165 0.254 

 
 
Comments 
 

The high quality of the Phase 2 predictions (both equivalent linear and nonlinear), in 
which the Valley Center profiles selected by the participants were excited by the actual bedrock 
motions, indicates that (a) the site responded essentially one-dimensionally, as intended by the 
site developers, (b) the site responded essentially linearly in the 2004 Parkfield event, and (c) 
one-dimensional equivalent linear and nonlinear analyses were able to predict the measured 
surface response very well when the input motion was known accurately.  Nevertheless, 
uncertainty in the predicted motions still existed.  The nature of the predictions were not such 
that these uncertainties could be estimated in the optimal manner.  However, one predictor used a 
set of five nonlinear analyses for Phase 2 predictions and the Phase 2 equivalent linear 
predictions were made predominantly using programs that were derivatives of SHAKE 
(Schnabel et al., 1972).  Uncertainties in the Phase 2 standard model predictions (leaving out two 
equivalent linear predictions with obvious errors) are shown in Figure 7. 

 

 
Figure 7.  Estimated model-to-model uncertainty for equivalent linear and nonlinear predictions of ground 

surface motions. 
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Investigation of Site Response Inconsistencies 
 
 Of significant interest is the reason for the difference in accuracy between the Phase 1 
and Phase 2 predictions.  Developing an understanding of the measured response requires a close 
look at the responses of both the Rock South and Valley Center profiles.  Equivalent linear 
analyses of the Rock South site response showed a high level of consistency between the R1 and 
D1 motions, i.e., the recorded R1 motion could be predicted accurately in a one-dimensional 
analysis of the Rock South profile using the recorded D1 motion as input.  The Phase 2 analyses 
showed that the recorded V1 motion could be predicted accurately using the standard soil model 
with the recorded D3 motion used as input.  These results show that the poor performance of the 
Phase 1 predictions was due to the inconsistency between the D1 (and R1) and D3 rock motions.   
 
 In order to determine the consistency of the Rock South and Valley Center rock motions 
with the motions measured or inferred at other sites, rock outcrop motions for all four sites were 
developed.  For the Rock South and Rock North sites, the recorded rock outcrop motions were 
used.  For the Valley Center site, the recorded motion at the D3 instrument was corrected to 
obtain a consistent rock outcrop motion.  The inferred rock outcrop motion at the Valley North 
site was obtained by deconvolving the recorded Valley North surface motion down to bedrock 
level.  The resulting motions are shown in Figure 8. 
 
 The degree to which any of the rock outcrop motions could be considered unusual with 
respect to ground motions at similar distances in similar earthquake can be evaluated using the 
parameter “epsilon.”  To account for both components of ground motion, a value of epsilon was 
computed using the SRSS spectral accelerations, i.e., as 
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a +=   and )(ˆ TSa  is the median spectral acceleration 

predicted by the Campbell and Bozorgnia (2008) attenuation relationship.  The epsilon value 
indicates the number of (logarithmic) standard deviations above or below the median value of a 
ground motion parameter.  Figure 9 shows the epsilon values for the four rock outcrop motions.  
The epsilon values indicate that the spectral accelerations in the period range of 0.3 – 0.8 sec at 
the Rock South site were well above the median values and that the Valley Center rock spectral 
accelerations in the 0.3 – 0.5 sec period range were well below the median values.  These results 
are consistent with the very large apparent differences in the Rock South and Valley Center rock 
motions at periods of about 0.3 – 0.5 sec. 
 
Shallow Rock Weathering Effects 
 
 At the 2006 Blind Prediction Symposium, considerable discussion centered on the 
potential for weathering of the upper portion of the rock to cause the discrepancy between the 
Rock South and Valley Center rock motions.  This potential was investigated by an extensive 
series of one-dimensional, equivalent linear analyses which found no remotely feasible 



SMIP09 Seminar Proceedings 
 

11 

weathering-related velocity profile that would produce the observed inconsistency.  As a result, 
shallow weathering effects were ruled out as a significant cause of the inconsistency. 
 

(a) (b) 

 
Figure 8.  Rock outcrop time histories at all four Turkey Flat sites (a) EW components, and (b) NS 

components. 
 

Figure 9.  Epsilon values for four Turkey Flat rock outcrop motions.  Median spectral accelerations 
calculated using Campbell and Bozorgnia (2009) with Vs,30 = 1,276 m/sec, Z2.5 = 0.27 km, Mw = 6.0, and R = 7.6, 

8.2, 8.6, and 9.2 km. 
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Deep Velocity Anomaly Effects 
 

Another potential explanation of the inconsistency between the D1 and D3 motions is the 
presence of an anomalous velocity zone at depths greater than those explored in the Turkey Flat 
subsurface investigation.  The potential existence of such an anomaly is suggested by data from 
downhole studies in the Varian No. 1 well, a 1,500-m deep well located north of the Turkey Flat 
test.  Sonic logging data (Real, 1988) from the well showed a zone of reduced shear wave 
velocity at a depth of approximately 600 – 720 m.  Furthermore, a series of seismic refraction 
tests performed at the Turkey Flat test array site showed evidence of a low-velocity layer at 
about the mid-depth (900 – 1100 m deep) of the Etchegoin formation.  The persistence of this 
layer suggests that it also exists beneath the Turkey Flat test array.  The potential for such an 
anomaly to cause differences consistent with those observed in the 2004 Parkfield earthquake 
were investigated in a series of equivalent linear analyses. 
  
 To investigate the potential effects of a deeper velocity anomaly, deep one-dimensional 
profiles were developed for both the Rock South and Valley Center sites.  The deep profiles 
extended to depths of 1 km.  The goal of this investigation was to determine whether a single 
anomaly located at the same depth below the top of bedrock could produce the observed D1 and 
D3 motions when subjected to the same motion at a depth of 1 km.  A velocity multiplier 
function was used to modify the standard velocity profile at large depths.  The multiplier 
function could describe a depth-dependent anomaly of variable depth, amplitude, and shape.  Site 
response analyses using the computer program SHAKE91 were implemented into a numerical 
optimization analysis.  The parameters defining the velocity multiplier function were then 
optimized to identify the characteristics of the deep velocity anomaly that produced rock motions 
that were most consistent with both components of the recorded Rock South and Valley Center 
rock motions.   
 
 The first optimization analyses were performed with a velocity anomaly equivalent to 
that suggested in previous subsurface investigations, and were repeated many times with 
different initial velocity anomaly profiles.  The lowest value of the objective function in 
numerous optimization analyses was obtained for a profile with the velocity multiplier function 
that had values greater than 1.0, indicating that a zone of increased velocity between depths of 
approximately 450 m and 800 m provided the best fit between the Rock South and Valley Center 
rock motions.  The level of agreement with the optimized function was poor, and the inferred 
spectra had amplitudes that could not realistically be expected at a depth of 1 km.  As a result, a 
deep velocity anomaly was ruled out as a significant cause of the observed inconsistency in the 
Rock South and Valley Center rock motions. 
 
Higher Dimensional Effects 
 
 Local multi-dimensional subsurface and topographic features can also cause focusing, or 
amplified shaking, at some orientations and frequencies.  Seismic refraction surveys in the 
vicinity of the Rock South site produced the inferred subsurface velocity profile shown in Figure 
10.  The nature of the contact between the materials with shear wave velocities of 1,520 m/sec 
and 3,350 m/sec could potentially lead to some focusing of vertically propagating shear waves 
that would cause locally increased motions at some frequencies at the Rock South site.  
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Depending on the three-dimensional nature of that contact, which is not known, this local 
amplification could be stronger in some directions than others. 
 

Figure 10.  Inferred velocity profile in vicinity of Rock South 
recording instrument (after Real, 1988). 

Figure 11.  Azimuthal orientation of maximum 
spectral acceleration.  Azimuthal angle is 
measured clockwise from north-south direction.

 
 The orientation of the maximum response of all of the rock motions was also examined.  
Figure 11 shows the azimuthal orientation of the maximum spectral acceleration at different 
periods for all four sets of rock motions.  Since the Turkey Flat array is located near the epicenter 
of the 2004 Parkfield earthquake, the maximum response would be expected in the fault-normal 
direction, which would be at about 48 degrees in Figure 10, and most of the maximum response 
is oriented in that general direction.  The azimuthal directions at all four locations are quite 
consistent at periods greater than 2 sec, and much more variable at shorter periods.  The Rock 
South and Valley Center rock motions show relatively consistent orientations at periods lower 
than about 0.3 sec, but have substantially different orientations at periods of about 0.5 – 1.2 sec.  
In this period range, the strongest Rock South motions tend to be in the NS direction and the 
strongest Valley Center motions are aligned in a more EW direction.  Such differences could 
potentially be associated with three-dimensional subsurface geometry, and possibly associated 
with the geometry of the rock surface at the location of the Rock South instrument.   Hence, 
higher dimensional effects could be a potential contributor to the inconsistency between the 
Rock South and Valley Center rock motions. 
 
Path Effects 
 
 In order to investigate the extent to which path effects may have affected the 
inconsistency between the Rock South and Valley Center rock motions, the average ln Sa(T) 
values for both recorded components of all four rock outcrop motions between T = 0.4 sec and T 
= 0.5 sec were computed.  These values were then used to compute a relative rock motion 
parameter defined as the difference between the value computed from the RS motion and the 
average of the values computed for all four motions, i.e. 
 
 [ ] )]5.04.0(ln[)5.04.0(ln ,, −−−= allaRSaRS SSR      (5) 
 



SMIP09 Seminar Proceedings 
 

14 

where )]5.04.0(ln[ , −allaS  is the average of the average (natural) logarithmic spectral acceleration 
for all four pairs of rock outcrop motions.  Positive values of RSR , therefore, indicate cases 
where the Rock South motion is stronger than average and negative values indicate cases in 
which it is weaker.   
 
 The values of RSR  for each of the eight events are listed and shown graphically in Figure 
12.  The azimuthal variation of the relative degree to which the Rock South motion exceeds the 
other rock outcrop motions is notable.  The RSR  value for Event 3 is the highest, but the values 
for the other events initiating nearly due south of the Turkey Flat array are the next highest.  The 
three events located west and southwest of the array have intermediate values, and the RSR  
values for the two events located northwest of the Turkey Flat array have very low and even 
negative values, indicating that the 0.4 – 0.5 sec spectral accelerations at Rock South for these 
events ranged from about 2% weaker to only 5% stronger than the average at all four sites.  The 
exponentials of the RSR  values, which represent ratios of the Rock South value to the mean 
value, are shown with azimuth (measured clockwise from due north) in Figure 13.   
 

Figure 12.  Variation of RRS with azimuthal direction for each of 
eight events producing strong ground motion at Turkey Flat. 

Figure 13.  Variation of ground motion 
intensity (exp(RRS)) with azimuth 
(clockwise from due north). 

 
 Thus, this relatively small dataset suggests strong variability of ground motion intensity 
in the 0.4 – 0.5 sec period range at Turkey Flat.  Such variability has been observed in previous 
earthquakes.  The Northridge earthquake, for example, produced localized areas of higher 
damage in certain areas.  Studies of aftershock data (e.g., Gao et al., 1996; Davis et al., 2000) 
showed that amplification factors were quite sensitive to the path between the epicenter and the 
recording instrument (Boore, 2004), a result attributed to critical refractions.  Of interest for 
Turkey Flat is the fact that the path for all but Events 1 and 8 crossed the Gold Hill fault, located 
just northeast of the San Andreas fault near Turkey Flat, before reaching the Turkey Flat array.  
The fact that these motions exhibited significantly stronger Rock South response than those that 
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did not cross the Gold Hill fault suggests that path effects may have played a significant role in 
the inconsistency between the Rock South and Valley Center rock motions. 
 

Observations 
 

 A number of observations relevant to the estimation of ground motion hazards can be 
made from the ground motions that have been recorded by the Turkey Flat strong motion array 
and from the attempts at predicting those motions.  These observations are made from the 
perspective of site response analyst charged with making the types of predictions that form the 
basis for seismic design of various infrastructure elements. 
 
Observations of Site Response 
 

Observations about site response, which are based on interpretation of recordings from 
multiple events, are divided into those associated with source, path, and site effects. 
 
Source Effects 

Source effects can have important effects on the motions recorded by a spatially 
distributed array, particularly when rupture occurs over a length of fault that is large with respect 
to the distances of the array stations from the fault and from each other.  In the case of the 2004 
Parkfield earthquake, rupture occurred over a length of approximately 20 km located mostly 
northwest of the hypocenter.  As discussed previously, the earthquake produced spatially 
variable ground motions in the near-fault region.  Some of this variability is attributable to source 
effects, such as the slip distribution and locations of asperities on the rupture surface.  Other 
aspects of the variability could be due to three-dimensional fault zone effects such as lateral 
refraction, fault zone guided waves (Jongmans and Malin, 1995), and other three-dimensional 
multipathing effects (Kim and Dreger, 2008).  In a source inversion investigation, Kim and 
Dreger (2008) excluded a number of recorded motions from a zone generally within about 4-5 
km northeast of the rupture surface due to complexity associated with fault structure. That zone 
extended to the location of the Turkey Flat array, and suggests that the motions recorded by the 
array could potentially have been influenced by such effects. 
 
Path Effects 
 The path from the source of the 2004 Parkfield earthquake to the Turkey Flat strong 
motions stations is complicated.  The geology shows a significant syncline beneath Turkey Flat 
(between the Gold Hill and Maxim faults), and a steeply dipping boundary between the granitic 
Salinian block (on the west) and the softer Franciscan rock (on the east) of the Gold Hill fault.  
Deep explorations to the north of Turkey Flat revealed three flower structures, i.e., groups of 
nested rupture surfaces along the San Andreas fault (Rymer et al., 2004; Thayer and Arrowsmith, 
1995a,b). Given the reduced stiffnesses of materials encountered along such rupture surfaces and 
along the Gold Hill fault, waves crossing portions of the flower structure could be refracted or 
otherwise affected by those structures.  Also, the distances from the rupture surface to the Turkey 
Flat instruments were relatively short compared with the distances between the instruments, so 
waves traveled to the instruments along different paths.  As a result, path effects could have led 
to significant differences between the rock motions at the four Turkey Flat sites.   
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The Turkey Flat array has also recorded motions from other earthquakes and from 
aftershocks of the 2004 Parkfield earthquake.  These events occurred at a number of locations, 
some of which were near that of the 2004 Parkfield event and some of which were at different 
locations.  Analyses of the recorded motions from these other events showed that the relationship 
between the rock motions at the Rock South and Valley Center sites was similar to that of the 
2004 Parkfield earthquake for the events located at  about the same azimuthal angle from that 
earthquake, but were considerably different for those at different azimuthal angles.  The events 
located to the north of the Turkey Flat array, for which waves did not have to cross the Gold Hill 
fault, produced rock motions at the Rock South and Valley Center sites that were quite consistent 
with each other.  Events for which waves did have to cross the Gold Hill fault to reach Turkey 
Flat produced significantly inconsistent Rock South and Valley Center rock motions.  These 
observations help illustrate the important influence of path effects on motions at the Turkey Flat 
array. 
 
Site Effects 

 The Turkey Flat test site (specifically, the Valley Center site) was selected so that the 
common one-dimensional idealization would be as appropriate as possible.  The edges of the 
valley, however, may have been more susceptible to two- or three-dimensional effects.  
Topographic contours and subsurface conditions in the vicinity of the Rock South station 
indicate some potential three-dimensional effects, although the flat nature of the ground suggests 
that they should be relatively subtle. 

 The measured site response at the Valley Center profile was consistent with expectations 
given the recorded rock motions beneath the valley sediments.  The ground motion amplitudes 
increased from the rock level through the soil profile and up to the ground surface.  Because the 
Turkey Flat region was between the lobes of strongest shaking closer to the ends of the fault 
rupture, the ground motions did not induce high strains, and consequent significant nonlinearity, 
in the relatively stiff, unsaturated Valley Center sediments.   
 
Observations of Predicted Response 
 The Turkey Flat Blind Prediction test provided an opportunity to evaluate the predictive 
capabilities of both computer programs and people.  The predictors were generally quite 
experienced engineers and earth scientists who were very familiar with, and in quite a few cases 
developers of, the site response codes used to make their predictions.  Nevertheless, there was 
still a significant degree of variability in the predicted ground motions. 

 The predictors used a range of analytical techniques, and a range of specific computer 
programs, to make their predictions.  Most prediction groups used one or possibly two site 
response models within a given model category, but one group used five nonlinear models with 
consistent application protocols.  Analysis of that group’s predictions offers insight into the 
model-to-model component of prediction variability.  Unfortunately, no single specific model 
was used by a sufficient number of predictors to allow direct evaluation of predictor-to-predictor 
variability. 
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Phase 1 Predictions 

 The Phase 1 predictions tested, in addition to the ability to predict soil profile response 
given a rock input motion, the ability to predict the rock motion beneath the soil profile from a 
rock outcrop motion recorded some 800 m away.  These predictions were made using both 
standard and preferred soil models. 

 The primary observation in all of the Phase 1 predictions is the strong and consistent 
overprediction of site response, particularly in the period range of 0.3 - 0.6 sec.  This prediction 
error, which was consistently produced by virtually all of the Phase 1 predictors, dominated the 
Phase 1 results.  The error was so large as to reduce the significance of some of the observations 
and conclusions that could be drawn from the Phase 1 predictions. 
 
Phase 2 Predictions 
 The Phase 2 predictions were based on the recorded rock (D3) motions beneath the 
Valley Center soil profile; as a result, the error in predicting the D3 motion from the R1 motion 
was eliminated.  The predictions in the Phase 2 analyses, using both standard and preferred soil 
models, were much better than those from the Phase 1 analyses.  The recorded response was 
generally predicted quite accurately at periods as low as 0.2-0.3 sec, which was much closer to 
the extended characteristic site period and helps validate the one-dimensional assumption 
inherent in the great majority of the predictions.   
 
 

Lessons Learned from Observations 

 The Turkey Flat Blind Prediction test required a tremendous effort by many people, 
ranging from the planning, design, installation, and monitoring of the array itself to the 
performance of the ground motion predictions.  A number of lessons can be learned from the 
observed site response and efforts at its prediction.  Those lessons are tabulated below: 

1. While Turkey Flat itself is relatively simple and was a good choice for testing the earth 
science and geotechnical professions’ ability to predict one-dimensional response, the area 
between Turkey Flat and the source of the 2004 Parkfield earthquake (i.e., the San Andreas 
fault) is quite complicated.  This type of complexity can lead to significant variability in rock 
motions. 

2. The extent to which nearby rock motions can be used to predict site response is affected by 
proximity of the site to the rock motion and on source-site distance.  In Phase 1 of the Turkey 
Flat Blind Prediction test, as-yet-unexplained inconsistencies between rock motions at sites 
located 800 m apart caused poor predictions of soil profile response. 

3. Path effects can be important, particularly in areas with complicated geologic conditions and 
in the presence of intermediate faults or fault zones.  Fault zones can give rise to waveguide 
effects and can refract waves in a complicated manner that can lead to spatial variability of 
rock motions.  At Turkey Flat, motions from events in which waves did not have to cross the 
Gold Hill fault appeared to produce much more consistent rock motions than events located 
on the other side of that fault. 

4. The extensive site characterization program undertaken at Turkey Flat involved several 
different types of tests and produced a number of different subsurface velocity profiles.  
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Analyses based on individual velocity profiles were not, in general, as accurate as those 
based on the standard profile, which approximated the average velocities from all of the tests.   

5. Site response is most sensitive to the shear wave velocity profile.  Shear wave velocities at 
shallow depths, while difficult to measure accurately, can have a strong effect on spectral 
response, particularly at low periods. 

6. Even for cases in which substantial consistency in ground motion predictions were expected 
(e.g., standard model predictions using equivalent linear analyses), outlier predictions were 
found. 

7. The availability of downhole soil records is extremely useful for validation of site response 
analyses.  Some predictions produced reasonably good fits to the recorded ground surface 
spectra while making relatively poor predictions of the recorded motion at 10 m depth.  
Ideally, a good prediction would be good at all depths. 

8. The general consistency of the predictions suggest that differences in predictions have more 
to do with different interpretations of site characteristics than with differences in methods of 
analysis.  There are many available software packages that, when used with appropriate site 
characterization, can produce accurate ground motion predictions. 

9. Both average prediction error (bias) and dispersion of a group of ground motion predictions 
were observed to vary with depth.  In Phase 2, where the input motion was known much 
more accurately than in Phase 1, the average error and dispersion both decreased with depth, 
although the variability in Phase 2 standard model predictions was unexpectedly (and 
inexplicably, given the available information) high. 

10. Some predictors made use of the results of available weak-motion data to “tune” their 
preferred models prior to making their predictions.  The most common approach was to 
adjust the shear wave velocity profile until the periods of computed local spectral peaks 
matched those of the recorded motions, and then to adjust the low-strain damping until the 
amplitudes agreed.  The use of this data did appear to produce some benefits with respect to 
prediction accuracy. 

11. For the previously discussed reasons, the Phase 1 predictions were all inaccurate at periods 
below about 0.6 – 1.5 sec in the EW and NS directions.  The Phase 2 predictions, which were 
not affected by the inconsistency between the R1 and D3 motions, showed good accuracy in 
an average sense.  The level and patterns of the errors in average equivalent linear and 
nonlinear predictions were similar, indicating that nonlinear analyses can predict response 
consistent with equivalent linear analyses when nonlinearity is modest. 

12. The nonlinear analyses had a tendency to underpredict both the recorded response and the 
equivalent linear predictions at low periods.  While some of the difference between the 
predicted and recorded response could be due to errors in assumed shallow shear wave 
velocities, the differences between the mean nonlinear and equivalent linear predictions 
suggest that other factors may also have contributed.  The nonlinear models are not able to 
independently control stiffness and damping behavior, so attempts at matching both usually 
result in damping ratios that are higher than would be expected for the modeled stiffness 
behavior.  Also, most of the nonlinear codes use Rayleigh damping, which is inherently 
frequency-dependent.  Modified Rayleigh damping formulations render the effective 
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damping ratio relatively constant over a certain frequency range, but frequencies above that 
range are still highly damped. 

13. Interpretation of the results of the Turkey Flat Blind Prediction test showed that better (i.e., 
more accurate) average predictions were made using the standard soil model than the 
preferred models.  While some preferred models produced predictions that were superior to 
the standard model predictions, on average they did not.  The standard model was developed 
by consensus of a group of experts who were quite familiar with the site and the results of the 
extensive site characterization work.  As a consensus-based profile, it was relatively simple 
in comparison to most of the referred profiles; nevertheless, it worked quite well. 

 
 

Recommended Practices 
 The lessons learned from the Turkey Flat Blind Prediction test can be used to formulate 
some recommendations for site response analysis practice. The following paragraphs describe 
recommendations related to the results of the Turkey Flat Blind Prediction test, and should not be 
considered an exhaustive set of recommendations for site response practice. 

1. Site response analysts should recognize that accurate site characterization is required for 
accurate prediction of site response.  More attention should, in nearly all cases, be paid to the 
manner in which subsurface data is obtained and interpreted than to which particular method 
of site response analysis is utilized.  For sites softer than that at Turkey Flat and/or for 
stronger levels of shaking, larger differences between different classes of analysis (e.g., 
equivalent linear or nonlinear) and different site response computer programs will be 
observed, but differences in site characterization will usually dominate differences in 
computational methods. 

2. Different insitu and laboratory tests provide different types and levels of information on 
subsurface conditions.  The acquisition of extensive amounts of subsurface data, and of 
different types of subsurface data, is recommended whenever possible.   

3. Evaluation and interpretation of subsurface data for the purpose of developing a standard site 
model proved to be beneficial for estimation of site response at Turkey Flat.  When possible, 
collaborative development of a site model by a panel of experts should be used.  In some 
cases, the site model may include more than one soil profile for analysis. 

4. Development of a standard site model should include consideration of the level of 
nonlinearity expected to be induced in the soils by the ground motions of interest.  For the 
ground motions produced at Turkey Flat by the 2004 Parkfield earthquake, nonlinearity in 
the Valley Center soil profile was modest.  Under such conditions, analysis of a single, 
consensus-based average soil profile can produce results that are consistent with the average 
of analyses of profiles that span the range of potential input parameter values.  For sites or 
ground motions where greater levels of nonlinearity are expected, however, consideration of 
the range of results may require analyses of multiple soil profiles that span the range of input 
parameter values.  Averaging the results of the multiple analyses will produce a better 
indication of the expected response than the results of a single analysis of an average profile. 

5. When available, the use of recorded weak motion response can help confirm or improve a 
standard site model.  Measurement of ground motions from small earthquakes or ambient 



SMIP09 Seminar Proceedings 
 

20 

vibration, interpreted in terms of H/V ratios if only surface motions are possible, can be used 
to estimate the fundamental period of a soil profile; that information can be used to tune a 
shear wave velocity profile used in a site response analysis for design-level ground motions. 

6. The method of site response analysis should be appropriate for the problem at hand.  For 
cases involving stiff sites and/or weak motions, soil strains will be small, hence nonlinear 
effects will be modest.  In such cases, both equivalent linear and nonlinear analyses can 
produce very similar response.  Attention must be paid to the manner in which nonlinear 
analyses treat stiffness and damping when nonlinear response occurs.  The inability of 
nonlinear models to independently control stiffness and damping behavior means that one or 
both will generally be modeled inaccurately.  Given the sensitivity of site response to 
stiffness, modeling the stiffness correctly is more important than modeling the damping 
behavior correctly.  With most nonlinear models, matching the stiffness behavior will lead to 
overpredicted damping.   

7. Many nonlinear models, particularly those based on lumped-mass models of the soil profile, 
use some form of Rayleigh damping.  The basic form of Rayleigh damping has a strong 
tendency to overdamp high frequency motions; extended Rayleigh damping formulations 
have been shown to be effective in controlling damping over a desired range of frequencies 
and to provide improved predictive capabilities. 

8. The expected results of a site response analysis should be estimated before performing the 
analysis.  The analyst should recognize the range of periods expected to be influenced by the 
local soil conditions.  Site response will be low at periods beyond the characteristic 
(fundamental) site period, so analyses with multiple motions should produce very similar 
amplification behavior at periods longer than the characteristic site period – if they don’t, an 
error may be the cause.  By the same token, consistent results at periods beyond the 
characteristic site period should not be taken as evidence that the site profile has been 
modeled correctly.  After performing the site response analysis, the results should be checked 
against the expected results to confirm their general validity or to expose potential modeling 
problems.  Discrepancies should be resolved or rationalized before the analytical results are 
used for design or evaluation purposes. 

9. Site response analysts should strive to understand the relationship between the various soil 
units in a particular profile and the different regions of a response spectrum.  Shallow zones 
will be excited by short wavelengths, which generally correspond to higher frequencies.  
Similarly, deeper zones will respond most strongly to longer wavelengths which depend on 
the characteristics of a deeper zone of soil.  If high frequencies are of particular interest at a 
given site, more attention may need to be paid to accurate measurement of shear wave 
velocities of shallow soils. 

10. Uncertainty exists and design site response studies should explore and accommodate it.  
Studies at numerous sites, including Turkey Flat, have shown that uncertainty in the shear 
wave velocity profile contributes much more strongly to total uncertainty than other 
significant sources.  With the availability of convenient, Windows-based site response 
programs, sensitivity analyses can be performed quickly and conveniently, and should nearly 
always be performed.  When possible, response analyses with randomized velocity profiles 
should be performed to allow the analyst to understand and accommodate, as necessary, the 
uncertainty in site response. 
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Abstract 
 

 Methodology for reconstructing the seismic response of buildings from measured 
accelerations is examined. The popular cubic spline (CS) interpolation is shown to be equivalent 
to fitting the measured response on a basis whose dimension is equal to the number of sensors 
and whose span is determined by the sensor positions. The basis fitting perspective makes clear 
that a necessary condition for accuracy is that the number of sensors be no less than the number 
of modes that contribute substantially to the estimated quantity. It is shown that low pass filtering 
of the measured response, using a cutoff frequency in the proximity of the frequency of mode 
(m-1), where m is the number of sensors, is advisable. Reconstruction by blending the 
measurements with a nominal model is examined using the Kalman Filter, the RTS Smoother 
and a new approach designated as the Minimum Norm Response Corrector (MIRC). Results 
obtained using 3 nonlinear building models and an ensemble of 30 bi-directional earthquake 
motions suggest that, for the conditions that prevail in practice, (i.e., relatively poor nominal 
models and possible nonlinearity in the measured response) the MIRC estimator is the most 
accurate. The gains in accuracy offered by MIRC over the CS are modest for inter-story drift but 
are significant in story shears. Specifically, the mean of predictions normalized to the true result 
(based on 1560 story shear histories) proved to be 1.48 for the CS and 1.00 for MIRC. 
 

Introduction 
 

The need to reconstruct the response of systems given a limited number of measurements 
arises in many fields. In earthquake engineering, in particular, data from instrumented buildings 
has been used for validating seismic design codes, improving analytical models and evaluating 
how a motion may have affected the integrity of a structure (Li.et al. 1997, De la Llera and 
Chopra 1995, Ventura et al. 2000 and 2003). The traditional scheme used in building seismic 
response reconstruction approximates the accelerations at unmeasured levels using interpolation; 
linear interpolation and cubic splines being two common choices (Lui, Mahin and Mohele 1990, 
De la LLera and Chopra 1995, Limongelli 2003, Naeim 1997, Naeim et.al., 2006). A key 
limitation of all interpolation schemes, as shall be shown, is the fact that the dimension of the 
fitting basis is limited by the number of sensors, m. If there are q modes that contribute 
significantly to a quantity, and q > m-1, the results from interpolation will be poor. In this regard 
it’s worth noting that while q m< -1 is necessary, it is not a sufficient condition for 
reconstruction accuracy because the location of the sensors and the nature of the interpolating 
functions also play a role.  
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 An advantage of model based estimation over basis fitting is the fact that the basis 
dimension is not determined by the number of sensors. In model based estimation the 
discrepancies between model predictions and measurements are used to adjust the estimated 
response at unmeasured coordinates. Model based estimators differ depending on what is known 
(or assumed) about the source of the observed discrepancies. In control, for example, 
uncertainties are assumed to come from unmeasured inputs (typically referred to as process 
noise) and the model is presumed accurate. For these conditions the optimal estimator, if the 
disturbances are broad band, is the much celebrated Kalman Filter (Kalman 1960). The situation 
in the seismic response reconstruction problem, however, is one where the majority of the 
discrepancies come from approximation in the model itself. 
 
 An observer designed with the seismic response problem in mind, presented by 
Hernandez and Bernal (2008), operates by forcing the response to follow the measurements 
using fictive forces that are collocated with the sensor positions. A generalization of this 
approach designated as the Minimum Norm Response Corrector (MIRC) was developed in this 
project. The MIRC algorithm uses fictive forces applied at all coordinates and selects them, form 
the set of all the possible solutions, as those for which a certain metric related to their magnitude 
is minimal. An issue that arises when one considers model-based estimation research is deciding 
on the level of disparity between the “truth model” used to generate the data and the nominal 
model in the estimator. A realistic simulation of this discrepancy is particularly important in the 
seismic response reconstruction scenario because model error is likely the main source of 
uncertainty. In this project it was decided that practicality required the use of linear models, 
independently of whether the true response was linear or nonlinear.  
 
 

Reconstruction via Basis Fitting 
 

Let ym and yu be the measured and the unmeasured coordinates and let m and u represent 
the number of coordinates in each set, the total number of coordinates is n=m+u. The response 
can be expressed as 
 

            1

2

( ) ( )
( ) ( )

m mm mu

u um uu

y t Y t
y t Y t

Φ Φ⎧ ⎫ ⎡ ⎤ ⎧ ⎫
=⎨ ⎬ ⎨ ⎬⎢ ⎥Φ Φ ⎩ ⎭⎩ ⎭ ⎣ ⎦

            (1) 

 
from where it is a simple matter to show that  
 
                    ( )1 1

2( ) . ( ) ( )u um mm m uu um mm muy t y t Y t− −= Φ Φ + Φ −Φ Φ Φ                                    (2) 

 
 Since Y2(t) cannot be computed, the common assumption is to take it equal to zero and 
predict the response at the unmeasured coordinates using the first term in eq.1. In this approach 
error is restricted to the unmeasured coordinates and is equal to the second term in Eq.2. As one 
gathers, the error is anticipated to be of high frequency and to vary along the height of the 
building according to the norm of the rows of the matrix in the parenthesis. When the second part 
of Eq.2 is negligible the estimate from part one is sufficiently accurate and all is well. In many 
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cases, however, error in the accelerations in the upper floors is not negligible and results can be 
improved notably by low pass filtering the measurements. Adding an f to the subscript of the 
measurements to indicate that they may be filtered one has 
 
            ( ) ( )mfy t y t≅ Ψ ⋅              (3) 
 
where  
 

 1
um mm

I
−

⎡ ⎤
Ψ = ⎢ ⎥Φ Φ⎣ ⎦

 (4) 

 
 If the response is essentially linear the first m-1 mode shapes (plus the rigid body mode) 
provide a “good” fitting basis. A practical approach to estimate these shapes without the need to 
formulate a detailed model, for buildings with reasonably uniform properties along the height, is 
to use the mode shapes of a flexural-shear continuum (Miranda and Taghavi 2005; Alimoradi et al. 
2006). These shapes are determined by a single parameter that can be estimated from the ratio of 
natural periods or, with some practice, from experience.  
 
The Cubic Spline  
 

Schemes that reconstruct the response using prescribed interpolating functions are 
particular versions of the basis fitting approach. We illustrate the matter using the cubic spline 
interpolator, generalization to other interpolators is apparent from the derivation. The cubic 
spline interpolation states that the position of points in a building segment defined by any two 
subsequent sensors is 
 
             2 3( , ) ( ) ( ) ( ) ( )y z t e t f t z g t z h t z= + + +                         (5) 
 
where z is the distance measured upwards from the lower sensor and the quadruple {e(t), f(t), 
g(t), h(t)} are time dependent coefficients. Let m be the number of sensors in a given direction; 
the number of segments is then m-1 and the number of constants to be identified at each time 
station 4(m-1). Imposing continuity up to the second derivative at interior points one has 3(m-2) 
constraints, plus the m measurements, yielding a total of 4m-2 constraints. Counting unknowns 
and equations one concludes that two additional constraints are needed. These constraints are 
typically taken as a first derivative = 0 at the base and the roof or first derivative = 0 at the base 
and second derivative = 0 at the roof, approximations that are reasonable for shear dominated or 
flexure dominated structures, respectively. Note that discontinuity in the third derivative of the 
cubic spline at interior nodes is reasonable given that the third derivative is related to shear 
forces and these suffer abrupt jumps at story levels. Needless to say, discontinuity in the 3rd 
derivative at the levels located within a segment is not realized.  
 
 Let a(t) be the vector of all the coefficients of the cubic spline, namely {e(t),f(t),g(t),h(t)} 
for segment 1 followed by {e(t),f(t),g(t),h(t)} for segment 2 etc. Eliminating explicit reference to 
time for notational simplicity we designate the entries in this vector as a1, a2, etc, with a1-a4 
corresponding to the first segment, a5-a8 to the second, and so on.  The m equations that relate 
these coefficients to the measurements can be written as 
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                                         myaA =.1               (6) 
 
Note that at interior points one can take the upper or the lower segment to formulate the entries 
in the A1 matrix. Selecting the upper segment is simplest since the row entries are zero except for 
a single value of 1. Needless to say, for the roof measurement one has to use the lower segment 
so the last row of A1 has 4 non-zero terms.  
 
 Continuity leads to equations of the form f (a) = 0. To illustrate assume that there are 3 
sensors (base roof and 1 intermediate) so there are two segments. Continuity in displacement, 
slope and curvature at the interior point gives 
 
 2 3

1 2 1 3 1 4 1 5 0a a a a a+ + + − =l l l  (7) 
 
           2

2 3 1 4 1 62 3 0a a a a+ + − =l l             (8) 
 
      3 4 1 72 6 2 0a a a+ − =l                          (9) 
 
where 1l is the height of the first segment. The 3(m-2) continuity equations can be grouped and 
written as  
 
                                         0.2 =aA             (10) 
 
 The boundary conditions are two equations of the form g (a) = 0, for example, in the case 
of zero slope at the roof and the base one has (with notation for the case of two segments) 
 
 2 0a =  (11a) 
                                                                   3

6 7 2 8 22 3 0a a a+ + =l l         (11b) 
 
 The equations describing the boundary conditions are, therefore 
 
       3. 0A a =            (12) 
 
 Finally, the response at all floors is linearly related to the coefficients in the vector a so 
one can write  
 
                                          4.y A a=            (13) 
 
Equations 10 and 12 can be combined into 
 

 { }2

3

{ } 0
A

a
A
⎡ ⎤

=⎢ ⎥
⎣ ⎦

 (14) 

or, with obvious notation 
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             2,3. 0A a =             (15) 
from where it follows that 
 
                                         .a Q v=                         (16) 
where 
 
           2,3( )Q null A=            (17) 
 
Substituting the result of Eq.16 into Eq.6 and solving for v one gets 
 
                             1

1[ ] . mv A Q y−= ⋅             (18) 
 
where it can be shown that the matrix in the bracket is full rank and square. Substituting Eq.18 into Eq.16 
and the result into Eq.13 yields 
 
                          1

4 1( ) [ . ] ( )my t A Q A Q y t−= ⋅            (19) 
 
which shows that the cubic spline interpolation is a particular case of the basis fitting where the 
matrix [ ] 1

4 1A Q AQ −⋅ plays the role of Ψ (see Eq.3). Note that the basis of the CS is dictated by 
the interpolating function and the position of the sensors so there is no “adaptability” in the 
scheme. The result in Eq.19 clarifies the CS interpolation scheme and is computationally 
significant since it shows that there is no need to solve a set of simultaneous equations at each 
time step (the traditional approach) but it suffices to compute the matrix in Eq.19 (once) and the 
reconstruction at any time follows from a simple matrix multiplication. 
 
Error Measures 
 

To compare the accuracy of reconstructions obtained with various methods we define the 
following metrics where y is the true and yp is the predicted response. 
 
Peak Response Indicators 
PRP = max [yp(t)] / max[y(t)]    (Peak Response Positive) 
PRN= min [yp(t)] / min [y(t)]     (Peak Response Negative) 
PRA = max (PRP,PRN)             (Absolute Maximum) 
 
Time History Indicator 
Taking t0, t1 = as the times when In = 0.1 and In = 0.9 are reached, where In is  

                                             

2

0
max

2

0

( ( ))
( )

( ( ))

t

n t

x d
I t

x d

τ τ

τ τ
=
∫

∫

&&

&&

                                                                (20) 

we define a metric that measures the quality of the prediction along the time axis as 
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Numerical Illustration of the CS Performance  
 

We illustrate two situations, one where results obtained without filtering are adequate and 
one where they are not. In both cases we focus on the base shear estimation, which is particularly 
difficult since it depends on accelerations and these are most affected by higher modes. In the 
first case we consider a 6 story model with sensors at the base, the roof, and level 3. The 
fundamental period is 0.65 secs and the excitation is the Parkfield 2004 record (Fault Zone 14). 
The exact base shear is compared with the CS prediction in Fig.1. As can be seen, the result is 
accurate. 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 1. Comparison of the cubic spline estimates base shear and the true values for the 6 story structure under 
Parkfield 2004 

 
 The second example is a 24 story building with sensors at levels 8 and 16 in addition to 
the base and the roof. The fundamental period is 3 sec and the excitation is the same as before. 
Fig.2, which compares the exact base shear with the unfiltered CS prediction shows that the 
results are in this case inaccurate. The high frequency error from the truncated part in Eq.2 is 
evident.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.Comparison of the unfiltered cubic spline estimates base shear and the true values for the 24 story structure 

under Parkfield 2004 
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 Results when a low pass filter with a cutoff frequency at 3 Hz is applied to the 
measurements are depicted in Fig.3 (the frequency of the 5th mode is 3.07Hz). The post-filter 
answer is acceptable. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Comparison of the filtered cubic spline estimates base shear and the true values for the 24 story structure 
under Parkfield 2004 

 
 

Model Based Estimation 
 
The Kalman Filter 
 

The Kalman Filter (Kalman 1960) is the optimal estimator for linear dynamics and 
measurement processes with Gaussian unmeasured disturbances and measurement noise. The 
methodology consists of a forecast step and an updating step in which parameters are adjusted to 
honor the observations. Let the state and output equations for a linear system be given by 
 
                            kkkk wBuAxx ++=+1            (22) 
                                   kkk vCxy +=            (23) 
 
where x is the state, u is a deterministic input, ω are unmeasured disturbances, y is the measured 
output, v is measurement noise and the triplet {A, B, C} are the system matrix, the input to state 
matrix, and the state to output matrices; ω and v are assumed white with covariance 
matrices ( )T

k k kQ E ω ω=  and )( T
kkk vvER = .  The expected value of the state at k=0 is x0 and the 

covariance of the state error at the origin is P0. The algorithm proceeds as follows: 
 
1. Move forward  
                                 kkk BuxAx += +−

+
))

1            (24) 
  
2. Compute the covariance of the state error prior to incorporating the information from the 
measurement 
   
                       k

t
kk QAAPP += +−

+1                       (25) 
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3. Compute the Kalman gain  
   
            1

1111 )( −
+

−
+

−
++ += k

t
k

t
kk RAAPCPK                      (26) 

 
4. Update the state using the measurement 
   
                    )( 111111

−
++++

−
+

+
+ −+= kkkkkk xCyKxx )))          (27) 

  
5. Update the covariance of the state error 
 
                    −

++
+
+ −= 111 )( kkk PCKIP           (28) 

  
6. Repeat from step#1. 
 
 The relation between the system mass, damping and stiffness matrices and the state-space 
matrices {A,B,C} in the previous equations is presented subsequently in Eqs.35-37. As can be 
seen, in the Kalman filter the discrepancies between the measurements and the model predictions 
come from the response of the system to the unmeasured input ωk (and the measurement noise 
vk). Note that to apply a Kalman filter the covariance of the process and measurement noise, Qk 
and Rk have to be specified.  In the seismic reconstruction problem the bulk of the error comes 
from model approximation and there is no clear basis for selecting Qk and Rk, indicating that the 
conditions are not those of the standard Kalman filter problem. In the numerical section we use 
an ad hoc implementation of the Kalman filter based on Q = I and R = 0. 
 
 
The RTS Smoother 

 
The Kalman filter provides an estimate of the state at time t using measurements up to 

time t. When one is operating offline it is possible to also use measurements after time t. The 
schemes that use not only past but also future measurements to estimate the state at time t are 
known as smoothers. Fixed interval smoothers are smoothers that estimate the state at every time 
station using the same set of data (a fixed time interval). The RTS smoother is a fixed interval 
smoother introduced by Rauch et al (1965). The algorithm proceeds as follows: 
 

• Perform a standard Kalman filter estimation and store: ,k fx− , ,k fx+
,k fP− and ,k fP+ , where the 

subscript f is added to indicate that these are results from the forward pass of the Kalman 
filter. 
 

• Compute the smooth estimate of the state, ,k sx ,as 
 

 ( ), , 1, 1,k s k f k k s k fx x G x x+ −
+ += + −  (29) 

where 
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 1
, 1,[ ]T

k k f k fG P A P+ − −
+=  (30) 

  
The Minimum Norm Response Corrector (MIRC) 
 

The algorithm presented next is a deterministic scheme that uses pseudo-forces to enforce 
the measurements. The approach falls in the category of smoothers because the predictions at 
time t are based on all the measurements (past and future). Let m be the number of 
measurements, n be the number degrees of freedom and ℓ the number of time steps. Assuming 
linear behavior the equations of equilibrium for an accurate representation of the structure can be 
written as 
 
    )()()()()( 22 tPbtPbqKKqCCqMM uudddamdam +=Δ++Δ++Δ+ &&&                   (31) 
         
where the matrices in the parenthesis are the true matrices and the triple{M,Cdam,K} are matrices 
the analyst has selected to represent the system. Implicit in Eq.31 is the fact that we assume the 
error to be parametric, i.e., that the order of the model is correct. The applied loading is 
expressed as the sum of two parts: Pd(t), which is known, and a possibly unmeasured component 
Pu(t), b2d and b2u are the spatial distributions of the known and unmeasured loads and q is a 
vector containing the response at the degrees of freedom. From Eq.31 one has 
 
                       )()(2 tgtPbKqqCqM dddam +=++ &&&         (32) 
 
where the true corrector g(t) is  
 
                 )()()( 2 KqqCqMtPbtg damuu Δ+Δ+Δ−= &&&         (33) 
 
 For any estimated corrector ˆ ( )g t one has 
 
                        )()(2 tgtPbqKqCqM dddam

)))
&

)
&& +=++         (34) 

 
 If one neglects measurement error it is evident that the corrector ˆ ( )g t must be such that 
the response from Eq.34 matches the measurements. From inspection of Eq.33 one does not 
expect the corrector to be zero at any particular coordinate so in MIRC ˆ( )g t is taken to be 
potentially non-zero at all coordinates. Since the number of coordinates is larger than the number 
of measurements infinite corrector loads can be formulated. In MIRC, as shown next, the 
corrector sequence is selected such that [ ]0 1ˆ ˆ ˆ.g g gl has minimum norm (smallest singular 
value).  
 
MIRC Algorithm 
 
 Here we show only the computational steps on the basis that the measurements are 
relative velocities, for a more detailed description of the derivation see (Bernal and Nasseri 
2009). 
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1) Form the matrices 
 

                                            1 1

0

dam

I
A

M K M C− −

⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

          (35) 
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⎡
= −

fbM
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2
1

0
           (36) 

 
                                                            [ ]0 vC C=  (37) 
 
where C 2m x nR∈ and Cv m xnR∈ is a matrix of zeros with a 1 in each row at the column position 
corresponding to the measured coordinate. For example, in a 10 story building with sensors in 
levels 3 6 and 10  
 

 
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1

vC
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 

 
b2f  gives the spatial distribution of the corrective forces, which, the typical MIRC applications is 
taken as the identity. 
 
2) Compute 
 
                                                     tA

d eA Δ=             (38) 

                      
t

BAIAB dd Δ
−= − 1)( 22            (39) 

 

                                        B
t

IAAICAD dd ⎥⎦
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⎡

Δ
−−−= −− 1)(11           (40) 

 
                              kjBCAY d

j
dj ,...,2,11 == −        (41a) 

                                   dDY =0            (41b) 
and form 
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with Δt = time step.  
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3) Compute the difference between the measurements and the predictions of the model z2 (in this 
presentation assumed to be relative velocities) and place them as columns of the matrix Z, 
namely 
              [ ])(...)2()1()0( 2222 lzzzzvecZl =            (43) 
 
where vec is an operator that stacks the column of a matrix in a single one. 
 
4) Calculate the corrective loads as 
 
                             ll ZHF .*−=            (44) 
where 
                     [ ]lggggvecF )))) ...321=            (45) 
 
Numerical Illustration 
 

Consider the 24 story structure use in the plots of Figs 2 and 3. To reflect error in the 
model we formulate a nominal model based on a shear-flexural idealization (Miranda and 
Taghavi 2005) and treat the frame structure as the “truth model”. We adjust the properties of the 
nominal model so the period of the first mode is correct. The left side of Fig.4 compares the base 
shear predicted by the model with the true values and the right side illustrates the comparison 
with the MIRC estimate. In this case the error in the nominal model is not large but the 
improvement realized by MIRC is evident. 
 
 
 
 

 
 
 
 

 
 
 
 

Figure 4. Comparison of the MIRC estimates of the base shear and the true values for the 24 story structure under 
Parkfield 2004 earthquake 

 
Observation 
 
 A consistent approach to compute the story shears when MIRC is used is to take them as 
the sum of the forces (from the top down) compatible with the displacement response. This 
procedure is equivalent to computing the shears as the sum of the inertial forces plus the 
contribution of the fictive corrective forces. Numerical experience has shown, however, that the 
story shears computed exclusively using the accelerations are generally more accurate and this is 
how they are computed in the numerical section. 
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Nonlinear Response 
 

The effect of nonlinearity on the quality of the response reconstruction depends on the 
estimation method and on whether the nonlinearity produces drastic changes in the dominant 
shape of the response (i.e., if it is highly concentrated) or not.  
 
Basis Fitting 
 

One expects accuracy to diminish more notably if the nonlinearity is strongly localized. 
To illustrate, suppose that there is a 2-story structure whose roof and base are instrumented. The 
CS estimate of the 1st floor is in this case the average of the two measurements. If nonlinearity is 
restricted to the 1st floor the response will be under-predicted but if it takes place only on the 
second it will be over predicted. Fig.5 depicts results for the drift in the first level of the 6-story 
structure used previously for two distributions of the nonlinearity: a) nonlinearity restricted to the 
1st level and b) nonlinearity spread throughout the frame. As can be seen, the CS interpolator 
provides a much better estimation when the nonlinearity is distributed. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Effects of local and global nonlinearity on the estimation of the 1st story IDI of the 6 story structure. 
 
The MIRC 
 

It is interesting to note that while the MIRC is based on the superposition principle, the 
response correction based on a linear model can still provide improve estimates of nonlinear 
response. To illustrate, Fig. 6 shows the MIRC estimates of the 1st floor IDI based on a linear 
model when the true system response is nonlinear. As can be seen, the MIRC results try to 
follow the residual displacement. 

 
 
 
 
 
 
 
 
 
 
Figure 6: Comparison of the estimates of1st floor IDI of the 6story nonlinear model using a linear MIRC 
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Numerical Results 
 

Three dimensional nonlinear models of 3 instrumented buildings were used as surrogates 
of the real structures. The buildings are the 13 story Sherman Oaks (CSMIP # 24322), the 10 
story San Jose building (CSMIP # 57356) and the 6 story Burbank building (CSMIP # 24370). 
The instrumented levels and other details can be found at (http://www.strongmotioncenter.org/). 
The responses of the nonlinear models to an ensemble of 30 ground motions were treated as the 
true responses. In the case of model based estimation the nominal model was taken as a linear 
shear building with properties adjusted to match the first mode period. Since the variation of the 
error indicators with height is not too significant the data for all floors (for shear and IDI) were 
treated together. After excluding the shears at the last level (since it is determined by the 
measured roof acceleration, and the IDI of floors for which there are adjacent sensors) the data 
set consisted of 1560 histories of story shears and 1260 histories of IDI. The data set was not 
separated into linear and nonlinear responses because in practice estimators are used without this 
information. The limits of the range for which the central 80% of the probability distribution 
function, as defined in Fig.7, are reported in Figs.8 and 9. 

 
 
 
 
 
 
 
 
 
 
 

Figure 7: Definition of the parameters a and b that define the central 80% of the probability distribution functions 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Probability distributions for the PRA of the story shears for various estimators 
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Figure 9: Probability distribution for the PRA of IDI for various estimators 
 
 The results shown suggest that the MIRC provides the best estimates. Fig 10 shows the 
mean and the standard deviation for the NRMS.   
 
 
 
 

 
 

 
 
 

 
 

 
 

 
 
 
 

 
 

 
 
Figure 10: Mean and the STDV of the NRMS of shear and IDI for various estimators 
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Conclusions 
 

It is shown that the cubic spline reconstruction is a particular case of the basis fitting 
approach wherein the basis is implicitly selected by the positioning of the sensors. This result 
clarifies the conditions when the scheme can be expected to give accurate predictions and when 
it cannot. It is contended, specifically, that the cubic spline interpolation is adequate when the 
number of modes that contribute to the quantity of interest is less than the number of sensors (not 
including the base). The result on the basis fitting analogy is computationally significant because 
it shows that the interpolating coefficients of the spline need not be computed at each time step, 
as has been done in the traditional implementation. Although not necessary when the 
contribution of higher modes is negligible, it is shown that low pass filtering of the 
measurements, prior to obtaining the cubic spline reconstruction, is good practice. Nonlinearity 
typically reduces the accuracy attained because the truncated basis needed to fit the nonlinear 
response can differ substantially from the linear one (which is best approximated by the spline 
basis). Reductions in accuracy are particularly important when the nonlinearity is concentrated in 
a few levels. When the number of sensors is not sufficient much improved accuracy over the 
cubic spline can be realized by using estimators that blend the measurements with a nominal 
model. Of the estimators examined in this study the one that proved most effective reconstructs 
the response using the nominal model, the ground excitation and a set of fictive forces of 
minimum norm that enforce the measurements.  
 

The numerical results show that the cubic spline is generally adequate for estimating 
inter-story drift but tends to over-predict story shears. These observations are anticipated by the 
theory and derive from the fact that for typical sensor layouts, and typical structures, the number 
of modes with a significant contribution to drift is smaller than for the accelerations needed to 
compute story shears. It appears, based on the 1560 histories obtained, that the overestimation of 
story shears by the spline can be quite significant. Specifically, values in excess of 2 for the ratio 
of the estimation to the true value were computed in more than 10% of the cases. For the MIRC 
estimator, in contrast, the threshold separating the largest 10% ratios was only 1.1. 
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Abstract 

This investigation focused on developing an improved understanding of challenges 
associated with computation of nonlinear response of three-dimensional building to recorded 
ground motions, and if the inertial base shear is an accurate indicator of the true base shear. For 
this purpose, three-dimensional models of two buildings – one reinforced-concrete building and 
one steel building – are developed in OpenSees and Perform3D. The analysis of these models 
included pushover analysis for lateral force distribution proportional to the first mode in each of 
the two principle directions, and RHA to compute response for 30 ground motions recorded 
during past earthquakes. It was found that modeling assumptions as well as different software 
may lead to significantly different pushover curves: concentrated plasticity model leads to lower 
strength, early initiation of yielding, and post yielding strength loss in pushover curves compared 
to spread plasticity model, strength loss model for beams/columns leads to significant post 
yielding strength loss in the pushover curve, and differences in solution schemes and 
convergence criteria available in different software programs  also affect the pushover curves. It 
was also found that there prediction of median peak response from different software can differ 
from 10% to 40%. Finally, the median inertial base shear exceeds the true base shear by 10% to 
20% with the value exceeding by as much as 50% for individual earthquake and even a small 
time delay between different recording channels may lead to significant error in the inertial base 
shear. Therefore, inertial base shear should be used with caution as an estimate of the true base 
shear. 

Introduction 

Buildings are typically instrumented with accelerometers at selected number of floors: 
low-rise buildings (1 to 3 stories) at every floor; and mid- and high-rise buildings at base, roof, 
and a few intermediate floors. The raw (or uncorrected) acceleration recorded during earthquakes 
from these accelerometers are processed using well-established procedures to obtain base-line 
corrected (or processed) accelerations, velocity, and displacements. The processed floor 
accelerations and displacements may be used to estimate additional engineering demand 
parameters such as inter-story drift ratio defined as the differential displacement between two 
adjacent floors divided by the story height, and base shear defined as the summation of floor 
inertial forces above the base; the floor inertial forces are computed as the product of floor 
acceleration and floor mass. The engineering demand parameters thus estimated from recorded 

                                                 
1 Professor and Chair 
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motions of buildings may be compared to those computed from various analytical procedures, 
such as nonlinear static pushover and nonlinear response history analysis, to evaluate the 
accuracy of these analytical procedures. These parameters may also be compared with limiting 
values to check if the building suffered damage during an earthquake and may need detailed 
inspection/evaluation. 

For buildings with limited number of instrumented floors, estimation of various 
engineering demand parameters requires that the motions at non-instrumented floors be 
interpolated from those available at the instrumented floors. Typically, a piece-wise cubic 
polynomial interpolation procedure is used for conventional buildings (Naeim, 1997; De la Llera 
and Chopra, 1998; Goel, 2005, 2007; Limongelli, 2003) and a combination of cubic-linear 
interpolation is recommended for base-isolated buildings (Naeim, et al., 2004). It is generally 
believed that such interpolation procedures provide reasonable estimates of motions at non-
instrumented floors (Naeim, 1997; Naeim et al., 2004; De la Llera and Chopra, 1998).  

A recent study by Goel (2008) re-examined the adequacy of the traditionally used cubic 
polynomial interpolation procedure. It was found that results from the cubic polynomial 
interpolation procedure are sensitive to location of instrumented floors. While the cubic 
polynomial interpolation procedure may provide good estimate of floor displacements with 
proper selection of instrumented floors, this procedure may not accurately predict inter-story 
drifts and floor accelerations. This finding was also confirmed by Bernal (2007). 

Another investigation by Goel and Chadwell (2007) compared the base shear estimated 
from motions interpolated using the traditional cubic polynomial interpolation procedure with 
the base shear capacity estimated from nonlinear pushover analysis of buildings. It was found 
that the base shear estimated from interpolated motions significantly exceeded the base shear 
capacity for several buildings. However, post earthquake inspection of these buildings did not 
reveal significant damage. This indicates that such base shear estimates may be questionable and 
possibly unreliable. 

The preceding discussion clearly indicates that there is a need to comprehensively re-
evaluate existing interpolation procedures. In particular, it is desirable to establish the level of 
accuracy that can be achieved in estimates of floor displacements and floor accelerations. 
Furthermore, it is necessary to examine if the base shear estimated from inertial floor forces is an 
accurate estimate of the “true” base shear which is defined as summation of shear forces in all 
columns at the base.  

The aforementioned evaluation of interpolation procedures requires that “true” motions 
of buildings be available at each floor level. Since buildings are rarely instrumented at all floors 
and thus complete set of recorded responses that is needed for evaluating interpolation 
procedures is not readily available, response of buildings due to recorded ground motions 
computed from response history analysis (RHA) offers a viable alternative to recorded motions. 
However, there are several modeling and software challenges in implementing the RHA for 
buildings that are expected to be deformed beyond the linear elastic limit during strong ground 
shaking. 
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The primary objective of this investigation is to develop an improved understanding of 
challenges associated with computation of nonlinear response of three-dimensional building to 
recorded ground motions. Another objective is to evaluate the accuracy of the inertial base shear 
as an indicator of the true base shear using the results from the RHA. For this purpose, nonlinear 
response – floor displacements, floor accelerations, and base shear – of two buildings – 20-Story 
Reinforced Concrete Hotel in North Hollywood, and 19-Story Steel Office Building in Los 
Angeles – were computed from RHA for 30 ground motions recorded during past earthquakes 
using two different computer program – OpenSees and Perform3D. Also computed were the 
pushover curves of these buildings included pushover analysis for lateral force distribution 
proportional to the first mode in each of the two principal directions. First, challenges associated 
in computation of nonlinear response from the two computer programs are documented. Next 
differences in peak responses from the two programs are examined for effects of modeling and 
software. Finally, peak values of inertial and true base shears are compared to understand if the 
inertial base shear can provide accurate estimate of true base shear. 

Selected Buildings and Ground Motions 

Two buildings – 20-Story Hotel in North Hollywood and 19 Story Office Building in Los 
Angeles – are selected in this investigation (Table 1). This buildings are selected as 
representative of instrumented mid- to high-rise reinforced-concrete and steel buildings in 
California. 

Table 1. Five concrete buildings selected. 
Buildings name CSMIP 

Station 
Number of 

Stories 
Structural System 

Los Angeles – 19-Story 
Office Building 

24643 19/4 Steel Concentric Brace Frame (Transverse) and 
Moment Frames (Longitudinal) 

North Hollywood – 20-
Story Hotel 

24464 20/1 Concrete Moment Frames 

A suite of 30 ground motions have been selected in this investigation (Table 2). Each 
ground motion consists of a pair of two horizontal components of ground motion recorded during 
indicated earthquake. These earthquakes are selected for a wide range of parameters: proximity 
to the fault, magnitude, peak ground accelerations and velocities. These ground motions were not 
selected to match any design spectrum but to ensure that they will induce different levels of 
inelastic behavior in the selected buildings: selected buildings are expected to remain within the 
linear elastic range for a few earthquakes where as these buildings are expected to be deformed 
well into the nonlinear range, and possibly collapse, during other earthquakes. 

Analytical Models 

The three-dimensional analytical models of the selected buildings were developed using 
the structural analysis software Open System for Earthquakes Engineering Simulation 
(OpenSees) (McKenna and Fenves, 2001) and Perform3D (CSI, 2006). Following is a 
description of the modeling procedures. 
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Table 2. Selected ground motions. 

Serial 
No. Station Name Earthquake Mag.

Epic. Dist. 
(km) 

PGA (H1, H2, V) 
- g 

PGV (H1, H2, V) 
- cm/s 

1 Parkfield-Fault Zone 1 Parkfield, September 28, 2004 6.0 9 0.59, 0.82, 0.26 63, 81, 10 

2 Parkfield-Fault Zone 14 Parkfield, September 28, 2004 6.0 12 1.31, 0.54, 0.56 83, 42, 23 

3 Templeton-1-story Hospital GF San Simeon, December 22, 2003 6.5 38 0.42, 0.46, 0.26 33, 27, 16 

4 Amboy Hector Mine, October 16, 1999 7.1 48 0.15, 0.18, 0.13 20, 27, 12 

5 Taiwan-CHY028 Chi-Chi, September 21, 1999 7.6 7 to fault 0.82, 0.65, 0.34 67, 72, 36 

6 Taiwan-TCU129 Chi-Chi, September 21, 1999 7.6 1 to fault 0.63, 1.01, 0.34 36, 60, 35 

7 Taiwan-TCU068 Chi-Chi, September 21, 1999 7.6 1 to fault 0.46, 0.56, 0.49 176, 263, 187 

8 Taiwan-CHY028 Chi-Chi, September 21, 1999 7.6 10 to fault 0.42, 1.16, 0.34 46, 115, 25 

9 Sylmar-County Hospital Lot Northridge, January 17, 1994 6.7 16 0.59, 0.83, 0.53 77, 129, 19 

10 Newhall-LA County Fire Station Northridge, January 17, 1994 6.7 20 0.57, 0.58, 0.54 75, 95, 31 

11 Los Angeles-Rinaldi Rec. Station FF Northridge, January 17, 1994 6.7 9 0.47, 0.83, 0.83 166, 73, 51 

12 Santa Monica-City Hall Grounds Northridge, January 17, 1994 6.7 23 0.88, 0.37, 0.23 42, 25, 14 

13 Lucerne Valley  Landers, June 28, 1992 7.4 1 to fault 0.72, 0.78, 0.82 98, 32, 46 

14 Yermo-Fire Station Landers, June 28, 1992 7.4 84 0.15, 0.24, 0.13 29, 51, 13 

15 Big Bear Lake-Civic Center Grounds Big Bear, June 28, 1992 6.5 11 0.48, 0.55, 0.19 28, 34, 11 

16 Petrolia-Fire Station Cape Mendocino, April 26, 1992 6.6 35 0.59, 0.43, 0.15 61, 30, 13 

17 Petrolia-Fire Station Petrolia, April 25, 1992 7.1 8 0.65, 0.58, 0.16 90, 48, 21 

18 Cape Medocino Petrolia, April 25, 1992 7.1 11 1.04, 1.50, 0.75 41, 126, 60 

19 Rio Dell-Hwy101/Painter Street 
Overpass FF Petrolia, April 25, 1992 7.1 18 0.39, 0.55, 0.20 45, 43, 10 

20 Corralitos-Eureka Canyon Road Loma Prieta, October 17, 1989 7.0 7 0.48, 0.63, 0.44 48, 55, 19 

21 Los Gatos-Linahan Dam Left 
Abutment Loma Prieta, October 17, 1989 7.0 19 0.40, 0.44, 0.13 95, 84, 26 

22 Saratoga-Aloha Ave. Loma Prieta, October 17, 1989 7.0 4 0.32, 0.49, 0.35 44, 41, 26 

23 El Centro-Imperial County Center 
Grounds Superstition Hills, November 24, 1987 6.6 36 0.26, 0.34, 0.12 41, 47, 8 

24 Los Angeles-Obregon Park Whittier, October 1, 1987 6.1 10 0.43, 0.41, 0.13 22, 13, 5 

25 Chalfant-Zack Ranch Chafant Valley, July 21, 1986 6.4 14 0.40, 0.44, 0.30 43, 36, 12 

26 El Centro-Array #6 Imperial Valley, October 15, 1979  6.6 1 to fault 0.43, 0.37, 0.17 109, 63, 56  

27 El Centro-Array #7 Imperial Valley, October 15, 1979 6.6 1 to fault 0.45, 0.33, 0.50 108, 45, 26 

28 El Centro-Imperial County Center 
Grounds Imperial Valley, October 15, 1979 6.6 28 0.24, 0.21, 0.24 64, 36, 17 

29 El Centro-Hwy8/Meloland Overpass 
FF Imperial Valley, October 15, 1979 6.6 19 0.31, 0.29, 0.23 72, 91, 29 

30 El Centro-Irrigation District El Centro, May 18, 1940 6.9 17 0.34, 0.21, 0.21 33, 37, 11 
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20-Story Hotel in North Hollywood 

OpenSees Model 
The beams and columns for the North Hollywood Hotel were modeled with 

beamWithHinges element in OpenSees. This element used fiber section containing confined 
concrete, unconfined concrete, and steel reinforcing bars. The stress-strain behavior of concrete, 
both confined and confined, was modeled with several different available concrete materials in 
OpenSees. The first concrete material model used in this investigation is Concrete01 (Figure 1a) 
which has residual strength after crushing strain. The second model is a modified version of the 
Concrete01 model (Figure 1b) which has no residual strength after reaching crushing strain. 
Further details of these two material models are available in Mander et al. (1988) and Karson and 
Jirsa (1969). The third concrete model is Concrete04 which is similar to the modified 
Concrete01 model but uses slightly different parameters (see Popovics, 1973 for details). The 
crushing strain of the unconfined concrete was selected to be equal to 0.004 and that for confined 
concrete was selected to be that corresponding to the rupture of confining steel using the well 
established Mander model (Mander et al., 1988). The stress-strain behavior of steel was modeled 
with ReinforcingSteel material in OpenSees (Figure 1c). The strength of concrete and steel was 
selected based on the values specified in the structural drawings. The P-Delta effects were 
included in the pushover analysis by applying the gravity loads prior to pushover analysis or 
RHA. 

Strain

S
tr

es
s

(a) Concrete01

Unconfined

Confined

Strain

S
tr

es
s

(b) Modified Concrete01/Concrete04

Unconfined

Confined

Strain

S
tr

es
s

(c) ReinforcingSteel Model

 
Figure 1. OpenSees material models: (a) Concrete01 model; (b) Modified Concrete01 and 
Concrete04 models; and (c) ReinforcingSteel model. 

Perfrom3D Model 
In the Perform3D model, beams were modeled with FEMA Concrete Beam with strength 

loss and unsymmetrical section strength, columns were modeled with FEMA Concrete Column 
with strength loss and symmetrical section strength, and shear walls were modeled with linear 
elastic column elements. The FEMA Beam element requires moment-plastic-rotation 
relationship of Figure 2a. The yield moment of the beam section needed to define the FEMA 
force-deformation behavior is computed from section moment-curvature analysis using computer 
program XTRACT (TRC, 2008).  

The plastic rotation values and the residual strength needed for the FEMA Concrete 
Beam model in Perform3D are selected as per FEMA-356 (ASCE, 2000) recommendations: 
plastic rotations are selected as 0.02 for point U and 0.03 for point X, and the residual strength 
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for points R and X are selected as 20% of the yield moment (Figure 2a). The plastic rotation 
value for point R is selected as 0.022 to model gradual strength loss between points U and R.  

The FEMA Concrete Column with strength loss element requires moment-plastic-
rotation behavior of Figure (2a), P-M interaction diagram for bending about axis-2 and axis-3 
(Figure 2b), and M-M interaction diagram between moments about axis-2 and axis-3 (Figure 2c). 
The yield moment needed to define the force-deformation behavior (Figure 2a) was obtained 
from XTRACT moment-curvature analyses of column sections about axis-2 and axis-3. Similarly, 
the parameters needed to define P-M interaction diagrams about axis-2 and axis-3 (Figure 2b) 
were estimated from XTRACT P-M interaction analyses of columns sections. The shapes of the 
P-M interaction diagrams (Figure 2b) and M-M interaction diagram (Figure 2c) were defined 
using default values of various exponents in Perform3D. The material models used for columns 
in XTRACT analysis were the same as for beams.   
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Figure 2. FEMA concrete beam/column element in Perform3D: (a) Force-deformation behavior 
of beam or column, (b) P-M interaction diagram for column; and (c) M-M interaction diagram 
for column. 

Similar to the beams, the plastic rotation values and the residual strength needed for the 
FEMA Concrete Column model in Perform3D are selected as per FEMA-356 recommendations: 
plastic rotations are selected as 0.02 for point U and 0.03 for point X, and the residual strength 
for points R and X are selected as 20% of the yield moment (Figure 2a). The plastic rotation 
value for point R is selected as 0.022 to model gradual strength loss between points U and R.  

19-Story Office Building in Los Angeles 

OpenSees Model 
In OpenSees model of the Los Angeles building, the beams and columns were modeled 

with nonlinearBeamColumn elements, and braces were modeled with nonlinear truss elements 
between 1st floor and roof; and beams, columns, and shear walls were modeled with linear 
elasticBeamColumn elements and braces were modeled with linear truss elements in the 
basement. The nonlinearBeamColumn element used fiber steel sections with stress-strain 
behavior of steel fibers modeled with ReinforcingSteel material in OpenSees (Figure 1c). The 
nonlinear truss elements were modeled with Hysteretic material in OpenSees (Figure 3). This 
material model assumed that the stress linearly reduces to zero from the bucking stress at strain 
value equal to twice the buckling strain; the buckling stress was computed from Euler’s Buckling 
stress formulation. It is useful to note that OpenSees does not have an explicit buckling model for 
steel braces; the buckling options in the ReinforcingSteel material are designed only for 
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reinforcing bars in reinforced-concrete beams and columns and can not be conveniently used for 
steel braces.  
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Figure 3. OpenSees material model for nonlinear truss element. 

Perfrom3D Model 
In the Perform3D model of the Los Angeles building, beams were modeled with FEMA 

Steel Beam with strength loss and symmetrical section strength, columns were modeled with 
FEMA Steel Column with strength loss and symmetrical section strength, shear walls were 
modeled with linear elastic column elements, and braces were modeled with Simple Bar element. 
The material properties for braces were specified by Inelastic Steel Buckling material in 
Perform3D. The FEMA Steel Beam element requires moment-plastic-rotation relationship of 
Figure 4a. The yield moment of the steel beam section was computed automatically by 
Perform3D using section properties and steel strength. The plastic rotation values and the 
residual strength needed for the FEMA Steel Beam model in Perform3D are selected as per 
FEMA-356 recommendations: plastic rotations are selected as 9 yθ  for point U and 11 yθ for point 
X in which yθ  is the yield rotation, and the residual strength for points R and X are selected as 
60% of the yield moment (Figure 4a). The plastic rotation value for point R is selected as 9.5 yθ  
to model gradual strength loss between points U and R. 
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Figure 4. FEMA steel beam/column element in Perform3D: (a) Force-deformation behavior of 
beam or column, (b) P-M interaction diagram for column; and (c) M-M interaction diagram for 
column. 

The FEMA Steel Column with strength loss element requires moment-plastic-rotation 
behavior of Figure (4a), P-M interaction diagram for bending about axis-2 and axis-3 (Figure 
4b), and M-M interaction diagram between moments about axis-2 and axis-3 (Figure 4c). The 
yield moment needed to define the force-deformation behavior (Figure 4a) was automatically 
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computed by Perform3D based on section properties and material strength. Similar to the beams, 
the plastic rotation values and the residual strength needed for the FEMA Steel Column model in 
Perform3D are selected as per FEMA-356 recommendations: plastic rotations are selected as 
9 yθ  for point U and 11 yθ for point X in which yθ  is the yield rotation, and the residual strength 
for points R and X are selected as 60% of the yield moment (Figure 4a). The shapes of the P-M 
interaction diagrams (Figure 4b) and M-M interaction diagram (Figure 4c) were also 
automatically generated in Perform3D based on the specified section properties and material 
strength.   

Pushover Curves 

Pushover curves for the selected buildings were developed for transverse and longitudinal 
direction using height-wise distribution of lateral loads proportional to the first mode in each 
direction.  

20-Story Hotel in North Hollywood  

Figure 5 compares the pushover curves for the North Hollywood Hotel computed from 
OpenSees and Perform3D. This comparison indicates that the two programs lead to pushover 
curves that may differ significantly. The two programs provide essentially identical pushover 
curves for first transverse and longitudinal modes in the initial elastic region (Figures 5a and 5b). 
Thereafter, the pushover curves from the two programs differ significantly. The pushover curves 
from Perfom3D exhibit early initiation of nonlinear action, much lower yield strength, and 
significant post yielding strength loss compared to the pushover curves from OpenSees (Figures 
5a and 5b). This is the case because Perform3D used FEMA-356 models for force-deformation 
behavior of beams and columns with strength loss (see Figure 2a) whereas OpenSees used fiber 
section models for beams and columns with concrete and steel material properties defined by 
Figure 1a and 1c, respectively. As elements begin to yield and loose strength during pushover 
analysis, pushover curves from Perform3D would begin to yield earlier, would have lower 
strength, and would show strength loss as more and more elements are deformed beyond point U 
on the force-deformation relationship (see Figure 2a). On the other hand, the elements in the 
OpenSees model continue to support the load because of gradual spread of plasticity over the 
member fiber section.  

One major concern with the original OpenSees model is that the concrete model 
(Concrete01) did not adequately represent concrete crushing, i.e., the concrete fibers continue to 
support stresses even after crushing strain (see Figure 1a). Therefore, two other material models 
were considered that adequately address this issue: a modified version of Concrete01 and 
Concrete04 material model with no residual strength after crushing strain (see Figure 1b). The 
pushover curves were generated from OpenSees with these two additional material models and 
are compared in Figure 6 with those from the original model. These results indicate that the 
concrete material model has minimal effect on the pushover curves as the pushover curves for all 
material models are essentially identical. 
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Figure 5. Comparison of pushover curves from OpenSees and Perform3D for 20-Story Hotel in 
North Hollywood.  
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Figure 6. Comparison of “modal” pushover curves from OpenSees for three different concrete 
material models – Concrete01, modified Concrete01, and Concrete04 – for 20-Story Hotel in 
North Hollywood. 

Since the original Perform3D model modeled beams and columns with strength loss, 
which is quite different from the OpenSees modeling, a second Perform3D model was developed 
in which no strength loss was considered, i.e., the moment in the force-deformation behavior of 
beams and columns retained the yield moment value even after point U (Figure 2a). The 
pushover curves from the revised Perform3D model are compared in Figure 7 with those from 
the OpenSees model. These results indicate that pushover curves from Perform3D exhibit lower 
strength in several modes but no strength loss when compared to pushover curves from 
OpenSees (Figures 7a and 7b). 

The results of Figure 7 also lead to another important observation: the models based on 
concentrated plasticity may lead to lower estimate of building strength than models based on 
spread plasticity. It is useful to recall that Perform3D model is based on concentrated plasticity 
as it uses a concentrated hinge at the beam-column ends and elastic behavior in-between. The 
OpenSees model on the other hand is a spread plasticity model as the nonlinear action spreads 
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gradually across the beam-column section as material fibers undergo increasing stresses and 
strains. 
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Figure 7. Comparison of pushover curves from OpenSees and Perform3D for 20-Story Hotel in 
North Hollywood; Perform3D results are using no strength loss model for beams and columns. 

19-Story Office Building in Los Angeles 

Figure 8 compares the pushover curves for the Los Angeles Office Building computed 
from OpenSees and Perform3D. It is useful to recall that the lateral load resisting system in this 
building consists of steel moment resisting frames in the longitudinal direction and concentric 
braced frames in the transverse direction. This comparison also indicates that the two programs 
lead to pushover curves that differ significantly. In the transverse direction, the direction in 
which lateral load resisting system consists of concentric braced frames, Perform3D provides 
pushover curves that has slightly lower strength and much earlier initiation of nonlinear action 
compared to the curves from OpenSees (Figures 8a). The pushover curve from Perform3D also 
exhibits post yield strength loss whereas that from OpenSees does not show strength loss (Figure 
8a).  
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Figure 8. Comparison of “modal” pushover curves from OpenSees and Perform3D for 19-Story 
Office Building in Los Angeles.  
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In the longitudinal direction, the direction in which lateral load resisting system consists 
of moment resisting frames, Perform3D led to pushover curves with lower strength and earlier 
initiation of nonlinear action compared to OpenSees (Figures 8b). The pushover curve from 
Perform3D also exhibits post yielding strength loss (Figure 8b). As noted previously for the 
North Hollywood building, these differences in the longitudinal pushover curves are due to 
different modeling assumptions in the two programs: Perform3D used FEMA-356 models for 
force-deformation behavior of beams and columns with strength loss (see Figures 3a) whereas 
OpenSees used fiber section models for beams and columns with concrete and steel material 
properties defined by Figure 1c, respectively. 

Effects of Modeling Assumptions and Software on Pushover Curves 

The results presented so far indicate that modeling assumptions may significantly affect 
the pushover curves: (1) The concentrated plasticity model leads to lower strength, early 
initiation of yielding, and post yielding strength loss in pushover curves compared to spread 
plasticity model; and (2) Consideration of strength loss in beam/column model leads to 
significant strength loss in the pushover curve. The concrete material model, on the other hand, 
appears to have minimal effect on the pushover curves of reinforced concrete buildings.  

The pushover curves may also depend on the software that is used for analysis. While 
most of the differences may be attributed to differences in modeling options available in different 
programs (e.g., OpenSees does not have an option for modeling FEMA-356 force-deformation 
behavior with strength loss whereas Perform3D does), some differences may also occur due to 
differences in solution schemes and convergence criteria. 

Comparison of Peaks Responses from RHA 

Responses – floor displacements, floor accelerations, and base shear – of the two selected 
buildings were computed for selected ground motions using OpenSees and Perform3D. It is 
useful to note that selected buildings experienced excessive deformation due to several of the 
ground motions in this suite and collapsed for these motions. For example, the North Hollywood 
Hotel collapsed for ground motions number 7 to 11, 13, 17, 18, 21, and 26, 29. The Los Angeles 
Buildings collapsed due to ground motions number 5 to 11, 13, 17, 18, and 26 to 29.  

The following difficulties were encountered during RHA of the two selected buildings. 
First, OpenSees experienced significantly more convergence problem compared to Perform3D. 
While Perform3D failed to converge only for cases where the building collapsed, OpenSees 
failed to converge even for some cases where the building is not expected to collapse. For these 
cases, OpenSees failed to converge even when different solution strategies were used. It is useful 
to note that OpenSees models of the two selected buildings are much more complex compared to 
Perform3D models; OpenSees models used fiber section modeling whereas Peform3D used 
concentrated plasticity modeling for beams and columns. 

The differences in the peak floor displacements, accelerations, and base shear from the 
two programs are investigated next by examining height-wise variation of the ratio of peak floor 
displacements, 3OS P Du u , peak floor accelerations, 3OS P Da a , and peak base shear, 3OS P DV V , 
from OpenSees and Perform3D. The results are presented in Figures 12 to 17 for earthquakes for 
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which the building did not to collapse. The results for the North Hollywood Hotel are for the 
OpenSees model which used Concrete01 material model with residual strength and Perform3D 
model with beams and columns modeled with FEMA-356 force-deformation behavior with 
strength loss. The other two concrete models – Concrete01 without residual strength and 
Concrete04 model – led to responses similar to the Concrete01 material model with residual 
strength when the solution converged. However, OpenSees model with these two concrete 
materials experienced much more convergence problem compared to the model with Concrete01 
material with residual strength. The results for the Los Angeles Building are for the OpenSees 
Model with Hysteretic steel material for braces to capture post-buckling strength loss and for the 
Perform3D model with beams and columns modeled with FEMA-356 force-deformation 
behavior with strength loss.  

The presented results include variation of the ratios for individual earthquakes along with 
the median values and median plus/minus one standard deviation. Median is an indicator of 
OpenSees over or under predicting response compared to Perform3D whereas the band formed 
by median plus/minus one standard deviation is an indicator of the dispersion in the response 
prediction.   

20-Story Hotel in North Hollywood  

The median of displacement ratios in Figure 9 for the North Hollywood Hotel indicates 
that OpenSees tends to provide larger estimate of displacements in lower and upper floors and 
about the same estimates of displacements in middle floors compared to the Perform3D. The 
difference in median value of the displacement ratio in upper and lower floors varies from 1.1 to 
1.4 indicating that the response from the two programs can differ by 10% to 40%. The width of 
the median+σ or median-σ band is about 0.15 implying that there is about 15% dispersion in the 
response prediction from the two programs.  
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Figure 9. Height wise variation of ratio of peak floor displacements from OpenSees and 
Perform3D for North Hollywood Hotel. 

The median of acceleration ratios in Figure 10 show that the OpenSees generally provides 
comparable estimates of floor accelerations throughout the building height as those from 
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Perform3D: the median of the floor accelerations ratio is very close to one. The exception may 
occur at a few floors where the ratio may differ from one by 0.05 to 0.15, e.g., 2nd floor and roof 
in the longitudinal direction (Figure 10a). The width of the median+σ or median-σ band for floor 
accelerations varies from 0.05 (Figure 10b) to 0.1 (Figure 10a) implying that there is 5% to 10% 
dispersion in the response prediction from the two programs.  

The median of ratio in Figure 11 shows that the OpenSees generally provides comparable 
estimates of base shear to that from Perform3D: the median of the base shear ratio is very close 
to one. The width of the median+σ or median-σ band is about 0.1 implying that there is 10% 
dispersion in the response prediction from the two programs.  
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Figure 10. Height wise variation of ratio of peak floor accelerations from OpenSees and 
Perform3D for North Hollywood Hotel. 
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Figure 11. Ratio of base shear from OpenSees and Perform3D for North Hollywood Hotel. 

19-Story Office Building in Los Angeles 

The median of displacement ratios in Figure 12 for the Los Angeles Building indicates 
that OpenSees tends to provide larger estimate of displacements throughout the building height 
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in the longitudinal direction (Figure 12a) and in upper floors in the transverse direction (Figure 
12b) compared to the Perform3D. The difference in median value of the displacement ratio in 
upper and lower floors varies from 1.05 to 1.1 indicating that the response from the two 
programs can differ by 5% to 10%. The width of the median+σ or median-σ band is about 0.1 
implying that there is 10% dispersion in the response prediction from the two programs.  

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

(a) Longitudinal Direction
F

lo
or

u
OS

/u
P3D 

 
 
 

1
 
 
 

5
 
 
 

9
 

  
  

13
  
  
  

17
  
  
  
R

Median
Median±σ

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

(b) Transverse Direction

u
OS

/u
P3D  

Figure 12. Height wise variation of ratio of peak floor displacements from OpenSees and 
Perform3D for Los Angeles Building. 

The median of acceleration ratios in Figure 13 show that the OpenSees generally provides 
comparable estimates of upper floor accelerations as those from Perform3D: the median of the 
floor accelerations ratio is very close to one. For lower floors, where a soft story condition occurs 
in the Los Angeles building due to taller story height, the ratio may differ from one by 0.1 to 
0.25, e.g., 2nd floor (Figures 13a and 13b). The width of the median+σ or median-σ band for 
floor accelerations varies from 0.05 (Figure 13a) to 0.1 (Figure 13b) implying that there is 5% to 
10% dispersion in the response prediction from the two programs.  
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Figure 13. Height wise variation of ratio of peak floor accelerations from OpenSees and 
Perform3D for Los Angeles Building. 
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The median of ratio in Figure 14 show that the OpenSees provides lower base shear in the 
longitudinal direction and comparable base shear in transverse direction than that from 
Perform3D. The width of the median+σ or median-σ band varies from 0.05 to 0.1 implying that 
there is 5% to 10% dispersion in the response prediction from the two programs.  
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Figure 14. Ratio of peak base shear from OpenSees and Perform3D for Los Angeles Building. 

Effects of Software on Peak Response from RHA 

The results presented so far indicate that there can be 10% to 40% difference in 
prediction of median peak response from different software. The difference is much higher for 
reinforced concrete building compared to the steel building, and in median prediction of floor 
displacements compared to prediction of floor accelerations and base shear. It is useful to recall 
that OpenSees used a fiber section model which captured spread of inelastic action over the 
member section whereas Perform3D used a FEMA-356 type concentrated plastic hinge with 
strength loss. Therefore, larger variability in the response prediction for the reinforced concrete 
building appears to be due to significant behavior differences in reinforced-concrete 
beam/columns models available in the two selected computer programs. On the other hand, 
smaller variability in the response of the steel building appear to be due to less significant 
differences in the steel beam-column models available in the two programs. Furthermore, there is 
10% to 15% dispersion as apparent from median±σ band. It is useful to emphasize that above 
observations are for median response ratios only. Response ratio for individual ground motions 
from the two programs may vary by as much as 50%.   

Comparison of Inertial and True Base Shears 

As mentioned previously, base shear in buildings with recorded motions is typically 
estimated from summation of floor inertial forces above the building’s base (Figure 15a). For 
this purpose, the floor inertial forces are computed by multiplying the floor masses with the total 
floor accelerations. The base shear thus calculated is designated as the “inertial base shear” in 
this investigation. This base shear is generally accepted to provide a good estimate of the “true 
base shear” which is equal to sum of shears in all columns at the building’s base (Figure 15b).  
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This section re-examines if the inertial base shear, bIV , provides a good estimate of the 
true base shear, bRV .  For this purpose, ratios of the inertial and true base shears for the two 
buildings were computed from OpenSees and Perform3D. The accelerations used in computing 
the inertial base shear were those computed from RHA. The results are presented in Figures 16 
to 19 for earthquakes for which the building was deemed not to collapse. The presented results 
include ratio for individual earthquakes along with the median values and median±σ values.  
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t
y,j

(a)

mj ü
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Figure 15. Computation of base shear: (a) Base shear computed from summation of inertial floor 
forces; and (b) Base shear computed from summation of column base shears. 

20-Story Hotel in North Hollywood  

The results presented in Figure 16 for the North Hollywood Hotel show that the ratio 
bI bRV V from OpenSees for some earthquakes can be as high as 1.25. This indicates that inertial 

base shear may over predict the true base shear by up to 25%. The median value of the ratio is, 
however, much smaller: the median ratio is from 1.08 (Figure 16a) to 1.12 (Figure 16b). 
Therefore, it may be expected that the inertial force will over predict the true base shear in the 
median by about 10%. The width of the median+σ or median-σ band varies from 0.05 to 0.08 
implying that there is 5% to 8% dispersion in the response prediction. The results presented in 
Figure 17 for Perform3D results show trends similar to those for OpenSees results in Figure 16 
with the variations being slightly smaller for the former program. 
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Figure 16. Ratio of peak inertial and true base shears from OpenSees for North Hollywood Hotel. 
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Figure 17. Ratio of peak inertial and true base shears from Perform3D for North Hollywood 
Hotel. 

19-Story Office Building in Los Angeles 

The results presented in Figure 18 for the Los Angeles building show very little variation 
in bI bRV V  from OpenSees: the median is very close to one (Figures 18a and 18b). The width of 
the median+σ or median-σ band is about 0.2 in the longitudinal direction (Figure 18a) and very 
small in the transverse direction (Figure 18b). The results from Perform3D show median value 
of the ratio to range from 1.05 (Figure 19a) to 1.2 (Figure 19b) with the width of the median+σ 
or median-σ band to range from 0.1 (Figure 19b) to 0.2 (Figure 19a). For individual earthquake, 
however, the inertial base shear may exceed the true base shear by as much as 75% (see Figures 
18a and 19a). 
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Figure 18. Ratio of peak inertial and true base shears from OpenSees for Los Angeles Building. 
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Figure 19. Ratio of peak inertial and true base shears from Perform3D for Los Angeles Building. 

The presented so far indicate that the median inertial base shear exceeds the true base 
shear by 10 to 20%. For individual earthquakes, however, the inertial base shear may 
overestimate the true base shear by as much as 75%. Therefore, inertial base shear should be 
used with caution as an estimate of the true base shear.  

Effects of Time Shift on Inertial Base Shear 

The inertial base shear is typically used to estimate the true base shear in buildings with 
acceleration recorded during earthquakes. A mid- or high-rise building is instrumented with a 
large number of accelerometers and all of these accelerometers may not be connected to a single 
recorder. Although, the recorders are generally time synchronized, there is still a possibility of 
time shift between different recorders. Examined next is the effect of time shift on inertial base 
shear. For this purpose, time shift equal to one time step is introduced between the base 
acceleration and the relative acceleration computed from RHA of the two selected buildings 
using OpenSees and the inertial base shears are recomputed; recall the inertial base shear requires 
total floor accelerations which are defined as sum of the base acceleration and relative floor 
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acceleration. The results are presented in Figure 20 for the North Hollywood Hotel and Figure 21 
for the Los Angeles Building. These results indicate a large discrepancy between the inertial and 
true base shears. The median of inertial base shear may exceed the true base shear by a factor of 
2 to 4. Furthermore, the inertial base shear may be as large as 10 times the true base shear for 
individual earthquakes. Clearly, time shift, even a small one, can lead to erroneous estimate of 
base shear demand in buildings with accelerations recorded during earthquakes. 
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Figure 20. Ratio of peak inertial and true base shears from OpenSees for North Hollywood Hotel; 
results are computed by introducing a one time step delay between base acceleration and relative 
floor acceleration. 
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Figure 21. Ratio of peak inertial and true base shears from OpenSees for Los Angeles Office 
Building; results are computed by introducing a one time step delay between base acceleration 
and relative floor acceleration. 

Conclusions 

The investigation first examined the effects of modeling assumptions and two different 
computer programs on nonlinear response of three-dimensional buildings. It was found that 
modeling assumptions may significantly affect the pushover curves: concentrated plasticity 
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model leads to lower strength, early initiation of yielding, and post yielding strength loss in 
pushover curves compared to spread plasticity model; and strength loss model for 
beams/columns leads to significant post yielding strength loss in the pushover curve. The 
concrete material model, on the other hand, appears to have minimal effect on the pushover 
curves of reinforced concrete buildings. While most of the differences may be attributed to 
differences in modeling options available in different programs (e.g., OpenSees does not have an 
option for modeling FEMA-356 force-deformation behavior with strength loss whereas 
Perform3D does), some differences may also occur due to differences in solution schemes and 
convergence criteria available in different software programs. 

It was also found that the prediction of median peak response from different software can 
differ from 10% to 40%. The difference tends to be much higher for reinforced concrete building 
compared to the steel building, and for floor displacements compared to floor accelerations and 
base shear. Furthermore, there is dispersion of about 10% to 15% in the median prediction as 
apparent from median±σ band. For individual ground motions, the peak responses from different 
computer programs may vary by as much as 50%. 

This investigation also examined if the “inertial base shear”, defined as summation of 
floor inertial forces above the building’s base with the floor inertial forces computed by 
multiplying the floor masses with the total floor accelerations, can provide an accurate estimate 
of the “true base shear” which is equal to sum of shears in all columns at the building’s base. 
This investigation indicated that the median inertial base shear exceeds the true base shear by 10 
to 20%. For individual earthquakes, however, the inertial base shear may overestimate the true 
base shear by as much as 50%. It was also found that even a small recording time delay between 
different acceleration channels may lead to large errors if these accelerations are used to estimate 
base shear demand during an earthquake event. Therefore, inertial base shear should be used 
with caution as an estimate of the true base shear. 
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Abstract 
 
 The deployment and retrieval of strong motion records over the past 80 years has 
provided new insight into the intensity, distribution, and character of strong motion. Gathering, 
processing, and interpreting the records has also become a key aspect of understanding building 
response and damage patterns. Specific inspections of the buildings around the 2009 L’Aquila 
Italy Earthquake strong motion recording stations offers yet another glimpse of how well 
buildings seem to be responding to strong shaking that appears to exceed the design levels. The 
observed damage pattern beyond the instrumented locations also offers some indication of the 
variation of shaking and once again demonstrates the need for significantly more instruments.  
 

Background and Observations 
  
 L’Aquila is located in central Italy, about 60 miles northeast of Rome in the mountainous 
Abruzzo region. Construction in the region dates back hundreds of years and includes a rich 
collection of stone, masonry and concrete buildings. Italy’s design standards for the expected 
earthquakes have been developing since the early 1900’s and are similar to those used in 
California. The magnitude 5.8 earthquake that occurred on April 6, 2009, damaged thousands of 
buildings, collapsed several dozens, killed just over 300 people and left nearly 70,000 homeless. 
Italy’s 2006 Seismic Hazard map indicates that the region is in the second highest seismic region 
with an expected PGA of .25g to .275g for the 10/50 earthquakes.  
 
 Italy’s Rete Accelerometrica Nazionale (RAN) has deployed hundreds of strong motion 
instruments throughout Italy. Dozens recorded the April 6, 2009, event with four stations located 
within 6 km of the epicenter. Three of those stations were a part of a five-station array deployed 
to capture the variation of motion across a valley. The fourth was located near the ancient city 
and located at the base of the bluff on the north side. The records are posted on the Center for 
Engineering Strong Motion Data (www.strongmotioncenter.org) as well as from the RAN web 
site. Extensive documentation for each station site is also available from RAN.  
 
 The four strong motion stations near the epicenter recorded peak ground accelerations 
that varied from .36g to .67g with the strong shaking lasting about 10 seconds. The instrument 
located at the northeast end of the array reportedly went off scale at 1g, though the record has not 
been published due to quality concerns. It appears that the earthquake produced ground motions 
considerably larger than expected for the regions 10/50 earthquake. The response spectra for the 
recordings show the expected variation due to the local site conditions.  
 

Figure 1 includes a single, sample response spectrum for the record taken nearest the 
ancient city and a cluster of buildings located nearby. None were seriously damaged. Figure 2 
includes three of the five instruments in the valley array along with buildings located in the 
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immediate vicinity. In all cases, damage to the adjacent buildings was light to not visible, even 
for those in the area of the instrument that went off-scale. The buildings observed included many 
of the styles of construction in the region and ranged in height from one to six stories. The 
strength of these records and the lack of damage suggest that acceleration alone is not a good 
indicator of damage potential.  
 
 In an effort to catalogue the variations in the intensity of shaking throughout the region, 
the extent of damage to reinforced concrete frame/infill buildings was catalogued throughout the 
region. Four damage states from “Extreme” to “Mild” were defined and assigned based on visual 
inspection from the street. The GPS coordinates of each building were determined and plotted 
with an indicator of damage level on a Google Map image of the region as shown in Figure 3. 
The location of the strong motion instruments is also shown on the figure along with the zones of 
intensity inferred from the individual building observations. These zones represent the general 
damage patterns observed within each zone and not the worst-case occurrences.  
 
 Initial reports for the region suggested that the city was destroyed and blamed inadequate 
design standards and poor construction for the outcome. The reality is that the shaking appears to 
have far exceeded what was expected and the buildings, in general, performed amazingly well. 
The strong motion records provide the opportunity to better understand the damage and lack of 
damage that occurred. They also provide the opportunity for earthquake professionals to improve 
the design, evaluation and analysis techniques used to predict building performance and better 
account for the effects of variations in the geology and site conditions.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.   Strong Motion record near the Ancient City, .36g PGA 
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Station AQV, Valley location, .67g PGA 
 
 
 
 
 
 
 
 
 
 
 
 
 
Station AQA, Edge of Valley location, .44g PGA 
 
 
 
 
 
 
 
 
 
 
 
 
 
Station AQG, Rock location beyond valley edge, .51g PGA 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.   Response Spectra and nearby Sample Building Performance 
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Figure 3.   Inferred Intensity from Damage Observations 
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Abstract 
 

This study focuses on the use of strong motion data recorded during earthquakes and 
aftershocks to provide a preliminary assessment of the structural integrity and possible damage 
in bridges. A system identification technique is used to determine dynamical characteristics and 
high-fidelity first-order linear models of four bridges from low level earthquake excitations. A 
finite element model (FEM) was developed and updated to simulate data from a damaging 
earthquake for one of the bridges. The difference between data recorded or simulated by FEM 
and data predicted by the linear model was used to detect damage. The use of this technique can 
provide an almost immediate, yet reliable, assessment of the structural health after a seismic 
event. 

Introduction 

It is of great interest after an extreme event such as an earthquake, to have reliable 
information regarding the integrity of a structure. In recent years, the use of vibration based 
damage detection techniques for structural health monitoring has gained significant attention by 
researchers. There is a considerable amount of studies on these techniques, where damage is 
usually determined by a change in the dynamical properties of the structure. Doebling et al. [1] 
presents a thorough review of these techniques.  

An alternative for damage detection is to identify damage by determining the degree of 
nonlinearity present in the structural response [2].   If a linear model has been previously 
identified for a healthy state of the structure, this model should be able to accurately predict the 
response to any other input data if the structure stays in the elastic range .The difference between 
the recorded data and the response predicted by the linear model can be used to give an estimate 
of the state of the structure.  

There has been a large amount of algorithms developed in the frequency and time domain 
to identify modal parameters and determine state space representations of linear dynamical 
systems. Many studies have successfully applied these techniques in the system identification of 
buildings and bridges [3],[4],[5]. Among those techniques, one that has shown great promise is 
the Eigensystem Realization Algorithm (ERA) proposed by Juang and Pappa [6], with Observer 
Kalman Filter Identification [7],[8].     

In this study the ERA/OKID is used to identify the modal parameters and linear models 
of four bridges. The input and output data used for the identification are obtained from previous 
ground motions and structural responses recorded by the California Strong Motion 
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Instrumentation Program (CSMIP). One of the bridges was selected for further study and a FEM 
model was developed for it.  

Due to assumptions made while developing a FEM and uncertainty in boundary 
conditions, geometrical and material properties of the structure, there can be significant 
differences between the dynamic behavior of the model and the real structure. To accurately 
represent the structure, the FEM model must be updated [9]. 

In model updating techniques an objective function is optimized to find a model that 
behaves similarly to the real structure [10], [11]. Here some structural parameters were varied to 
match the measured structural responses of the bridge, as well as the modal frequencies found 
using ERA/OKID. To select the optimum values for these parameters a Genetic Algorithm (GA) 
optimization approach [12] was used. 

After the updating process, hinges which defined the nonlinear behavior of the structure 
were inserted in the model at the tower-deck and tower-foundation connections as well as in the 
bent cap on each side of the column. Once the FEM was completed, appropriately scaled input 
time histories of the ground motion from a previously recorded data set were used to simulate the 
possible nonlinear response of the bridge to a future damaging earthquake. The simulated time 
histories of the response from the nonlinear model will represent a new set of data that can be 
compared with the data predicted by the linear model identified with ERA/OKID and provide an 
estimate of the location and amount of structural damage that occurs during a major earthquake. 

System Identification 

State space representation 

The dynamic behavior of a multi (n) degree-of-freedom (nDOF) linear structural system 
can be represented by a system of second order differential equations as: 

                                         Mqሷ ሺtሻ ൅ Cqሶ ሺtሻ ൅ Kqሺtሻ ൌ Bଶuሺtሻ                                       (1) 

where qሺtሻ is the structural displacement vector, M, C and K are respectively the n×n mass, 
damping and stiffness matrices; ݑሺݐሻ is the input vector and B2 is the input matrix. When the 
input is a seismic excitation, the external forcing term Bଶuሺtሻ can be replaced byെMq୥ሷ ሺtሻ, where 
q୥ሷ ሺtሻ is the ground acceleration.  

By defining 2n×1 state vector ݔሺݐሻ as a vector containing the displacement qሺtሻ and the 
velocity qሶ ሺtሻ , the system of second order differential equations (1) can be rewritten as a first 
order system of differential equations 

ሻݐሶሺݔ                                                  ൌ ሻݐሺݔ௖ܣ ൅  ሻ                                                  (2)ݐሺݑ௖ܤ

ሻݐሺݕ                                                  ൌ ሻݐሺݔ௖ܥ ൅  ሻ                                                  (3)ݐሺݑ௖ܦ

where the matrices Ac, Bc, Cc and Dc are the time invariant continuous time system matrices 
while ݑሺݐሻ, of dimension r × 1, and  ݕሺݐሻ , of dimension m × 1,  are the input and output vectors, 
respectively. Since the input and output generated by an earthquake excitation will be recorded at 
discrete time intervals, equations (2) and (3) must also be expressed in discrete time 
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ሺ݇ݔ   ൅ 1ሻ ൌ ሺ݇ሻݔܣ ൅  ሺ݇ሻ                                            (4)ݑܤ

ሺ݇ሻݕ ൌ ሺ݇ሻݔܥ ൅  ሺ݇ሻ                                               (5)ݑܦ

where x(k), y(k), and u(k) represent the state, output and input vectors, respectively, at time 
ൌ ݐ  being the sampling time.  The matrices A, B, C and D are the discrete time ݐ∆ with ,ݐ∆ ݇
versions of the continuous time matrices Ac, Bc, Cc and Dc. 

Eigensystem Realization Theory 

A realization is a set of matrices A, B, C and D that describe the behavior of the structure 
and satisfy equations (4) and (5). A system can have an infinite number of realizations that will 
predict the same output for a given input: a minimum realization will have the smallest state-
space dimensions among all the possible realizations and the modal parameters found will be the 
ones of the structure.  

The ERA algorithm is used to find the minimum realization. This algorithm uses the 
Hankel matrix, which can be written as: 

ሺ݇ܪ െ 1ሻ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ ௞ܻ ௞ܻାଵ ௞ܻାଶ … ௞ܻାఉାଵ

௞ܻାଵ ௄ܻାଶ ௞ܻାଷ … ௞ܻାఉ

௞ܻାଶ ௞ܻାଷ ௞ܻାସ … ௞ܻାఉିଵ
ڭ ڭ ڭ ڰ ڭ

௞ܻାఈିଵ ௞ܻାఈ ௞ܻାఈ … ௞ܻାఈାఉିଵے
ۑ
ۑ
ۑ
ۑ
ې

                           (6) 

where  ௄ܻ are the Markov parameters, defined as: 

௢ܻ ൌ  (7)                                                                     ܦ

௞ܻ ൌ  for k=1,2,…                                               (8)       ܤ௞ିଵܣܥ

while α and β  are sufficiently large numbers that determine the size of the Hankel matrix.  

For lightly damped systems, the number of Markov parameters can be quite large so to 
make the computational effort quite cumbersome.  To circumvent this problem, the Observer 
Kalman Filter Identification algorithm transforms the state equations (4) and (5) into observer 
equations where the observer gain matrix is chosen to make the observer asymptotically stable.  
In this case, it is much easier to retrieve the observer’s Markov parameters and, through a 
recursive relation, to obtain the system’s Markov parameters.  Details of this methodology can be 
found in [4], [7] and [8]. 

Useful information about the system’s dynamics can be obtained by the Singular Value 
Decomposition (SVD) of H(0), that can be expressed as: 

Hሺ0ሻ ൌ UΣVT ൌ ሾU୬ U୬ଵି୬ሿ ቂS୬ 0
0 0ቃ ൤ V୬

V୬ଶି୬
൨ ൌ U୬S୬V୬                       (9) 

where the matrices U, of dimensions n1*n1, and V, of dimension n2*n2 , are orthonormal while  Σ 
is a rectangular matrix, of dimension n1*n2 , that contains the singular values of H(0).  
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By looking at the non-zero singular values contained in the matrix Sn, it is possible to identify the 
number of vibrational modes that significantly contribute to the dynamic response. If the signals 
contain very small noise level, the distinction between non zero singular values (corresponding 
to structural modes) and “almost zero” singular values (noise related modes) is quite evident, 
allowing a clear estimation of the order of the system. However, if the recorded data have a 
substantial amount of measurement noise, then the distinction between structural and noise 
modes is not clear and this requires additional manipulation (e.g. stabilization diagram and/or 
optimization). 

Using the definition of the Markov parameters, the Hankel matrix H(1) and the singular 
value decomposition of H(0), the state matrix A, the input matrix B and the output matrix C in 
equations (4) and (5) can be expressed as: 

A ൌ S୬
ିభ

మU୬
THሺ1ሻV୬S୬

ିభ
మ                                                (10) 

B ൌ S୬
ିభ

మ V୬E୰                                                         (11) 

ܥ ൌ ௠ܧ
்ܷ௡ܵ௡

భ
మ                                                       (12) 

where ܧ௠
் ൌ ሾܫ௠   0௠   …   0௠ሿ , E୰ ൌ ሾܫ௥   0௥   …   0௥ሿ, with Ii and 0i being an identity matrix 

and a null matrix, respectively, of order i. 

Model Updating 

Another approach to create a dynamic model of a structural system is to directly 
determine the mass, damping and stiffness matrices, as they appear in equation (1).  This can be 
accomplished by using the FEM. However, no matter how accurate the initial FEM model, there 
are always inaccuracies between the dynamic behavior of such a model and the real structure, 
inaccuracies that can be reduced through model updating. The purpose of model updating is to 
adjust the parameters of the FEM (e.g. Young’s modulus, ultimate strength, boundary conditions, 
etc.) in a way such that it behaves as close to the real structure as possible. Usually, updating 
techniques vary the structural parameters of the model so as to minimize an objective function 
that compares measured and numerical responses (e.g. measured and computed natural 
frequencies, recorded and predicted time histories of the structural response, etc.). Different 
techniques have been proposed for this purpose; in this project, a form of Genetic algorithms has 
been used. 

Generic Algorithm 

Genetic algorithms have been broadly used as a tool to find an exact or approximate 
solution for search or optimization problems. Essentially, it is a programming technique that 
mimics the biological process of natural evolution and survival of the fittest to solve an 
optimization problem [13].  

The Genetic Algorithm was first introduced by John Holland [14], who proposed that 
each potential solution to a problem can be seen as a set of genes. Usually, a gene is represented 
by binary bits and the possible solution by a binary string is called chromosome. The evolution 
process starts from a randomly-generated population of chromosomes. At each cycle, a new set 
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of chromosomes is generated by recombination and mutation of a previous generation. The 
purpose of this evolutionary algorithm is to eventually find the fittest chromosome that will lead 
to the best solution for the problem at hand. All genetic algorithms follow these basic steps: 

A set of parameters from the problem are selected to be encoded into a binary string. 
Once the parameters have been selected, an initial population of chromosomes is randomly 
generated. A fitness function is selected and evaluated for each member of the population to 
determine the quality of each solution.   

The selection of a chromosome for reproduction is based on its fitness; there are different 
schemes to select the parent chromosomes, like the roulette-wheel selection and tournament 
selection among others. In the roulette wheel, the probability to be selected is proportional to the 
fitness of each chromosome while, in the tournament selection, subgroups of chromosomes are 
selected and members of each subgroup compete against each other. The latter selection 
contributes toward the preservation of diversity on the population and it is used here. 

Once the parent chromosomes have been selected, the reproduction process is simulated 
by applying a crossover operator and a mutation operator. The crossover operator tries to 
simulate the recombination that occurs to chromosomes during reproduction. A position in the 
binary string is randomly selected and mutually exchanges parts of the string before and after 
this point to create two offsprings or child chromosomes. The mutation operator is applied in 
order to improve the fitness and avoid loss of diversity in the population. It involves a random 
alteration of the genes and it has a small probability of occurrence. 

The evolutionary process is repeated until a termination criterion is satisfied. The 
following termination criteria are commonly used: 1) a maximum number of generations is 
completed [15],[16], 2) a global minimum within an specified tolerance was found [17], or 3) a 
maximum number of consecutive generations without improvement was reached [18]. In the 
problem studied here, the applied termination criterion was the maximum number of generations. 
The steps described above are illustrated in Fig. 1. 

 
Fig. 1. Genetic Algorithm flowchart 

These techniques can also be combined with others such as elitism, which guarantees 
survival of the fittest chromosome into the next generation; and niching, which allows the 
possibility of exploring different local optima by creating and evolving smaller subgroups within 
the population. Another recent technique is the micro-GA [19], [20], which prevents loss of 
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diversity by restarting the population as soon as it degenerates below some threshold. There is 
also the sawtooth-GA technique proposed by Koumousis, and Katsaras [21], which proved to be 
most helpful for the particular problem considered here. This method uses a variable population 
size of mean value n, and amplitude D, and a periodic partial re-initialization of the population of 
a period T, in the form of a saw-tooth function as shown in Fig. 2. 

 
Fig. 2. Population variation scheme of saw-tooth GA. 

Analysis of results 

When a structure is subjected to a severe seismic event, it will deform into the inelastic 
range, exhibiting a nonlinear hysteretic behavior. Since the amount of damage experienced by 
the structure will increase as the inelastic behavior increases, damage can be determined by 
estimating the degree of nonlinearity present in the response of the bridge. 

The linear state-space model identified by ERA/OKID is able to accurately predict the 
response of the structure at different sensor locations to any ground motion that produces a 
linear-elastic behavior on the bridge. However, if nonlinear behavior occurs, the model will no 
longer be able to predict the structural response. The difference between the predicted response 
and the measured response will be used to determine whether the structure has suffered damage 
or not. This difference will be quantified by the Root Mean Square (RMS) error 

   RMSerror ൌ ට∑ ሺAୡୡౣ౛౗౩౫౨౛ౚିAୡୡ౦౨౛ౚ౟ౙ౪౛ౚሻమ౤
భ

∑ ሺAୡୡౣ౛౗౩౫౨౛ౚሻమ౤
భ

                                        (13) 

where n is the number of time steps in each acceleration time history. 

Experimental results 

In this paper four bridges instrumented by CSMIP are studied. . The bridges studied here 
are a) Rio Dell – Hwy 101/Painter Street Overpass, b) Sylmar – I5/14 Interchange Bridge, c) San 
Bernardino – I10/215 Interchange and d) El Centro – Hwy 8/Meloland Road Overpass. Initially 
the modal parameters of each bridge were identified using ERA/OKID. After this identification, 
the Meloland Road Overpass was selected for further study.  

System identification 

The Rio Dell overpass is a two span bridge with a length of 265 feet. It is a monolithic, 
cast in place, prestressed concrete, box girder bridge with end diaphragm abutments and a two 
column bent.  Both end diaphragm abutments and two-column bent are skewed at 39 degrees and 
supported on piles. It was instrumented in 1977 with 17 strong motion accelerometers along one 
side of the deck and at the base of one of the piers and 3 accelerometers at the free field. In the 
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identification process 7 accelerometers along the deck were used as output data and 6 
accelerometers at the embankments as input data (Fig. 3a). 

 The Sylmar interchange bridge is a curved concrete box girder with a length of 1582 feet 
and a deck width of 51 feet. It has 9 spans supported in single column bents and one expansion 
joint. The columns are orthogonal, supported by circular CIDH concrete piles. It was constructed 
and instrumented in 1995. Thirty nine strong motion accelerometers were installed along the 
deck, abutments and base of the columns, and 3 more at the free field site. For the modal 
parameter identification 9 channels were used as inputs and 21channels as outputs (Fig. 3b). 

The San Bernardino connector is a curved multi-span concrete box girder with a length of 
2540 ft. It has five separation joints that divide the bridge into six segments of different lengths. 
The superstructure is supported by single column concrete bents; the columns are octagonal in 
shape and have variable height. The Bridge was constructed in 1973 and it was retrofitted in 
1991. In the retrofitting, steel jackets were added to the columns, the foundation were enlarged 
and cables tying adjacent slabs at the expansion joints were replaced. In 1992 the bridge was 
instrumented with 37 strong motion accelerometers located along the deck, at the base of the 
columns and at the free field. Here 12 sensors located at the abutments and base of the columns 
were used as input data and 22 sensors along the deck of the bridge were used as output data for 
the modal parameter identification (Fig. 3c). 

 
Fig. 3. Plan views and sensor locations of bridges 
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 In the modal parameter identification of the first 3 bridges, two ground motions were 
used for each bridge and are listed in Table 1. The modal frequencies and damping identified for 
Rio Dell Overpass, Sylmar Interchange and San Bernardino Interchange are listed in Tables 2, 3 
and 4 respectively. Similar frequencies were obtained for each bridge for both sets of ground 
motions: however, larger differences appear in the identified damping ratios. This is expected 
since the identification of the damping factors is much more difficult than the identification of 
the frequency and it is strongly dependent on the order of the identification model. 

Table 2. Dynamic parameters identified for                         
Table1. Earthquakes used for system identification.     Rio Dell Overpass                                 

Bridge Earthquake 
Horizontal 

Apk(g) 
 

Mode
Trinidad EQ Rio Dell EQ 

Ground Struct.  ω (Hz) ξ (%) ω (Hz) ξ (%) 

Rio Dell Trinidad 0.147 0.330  1 3.39 2.67 3.36 2.20 
Rio Dell N/A 0.593  2 4.33 9.53 4.14 20.29

Sylmar April 11/1999 0.011 0.096  3 4.85 2.82 4.91 6.42 
Jan 14/2001 0.084 0.064  4 - - 5.09 4.21 

San 
Bernardino 

Yucaipa 0.135 0.244  5 6.08 1.94 - - 
Chino hills 0.110 0.165  6 7.30 3.17 7.19 10.12

 
Table 3.Dynamic parameters identified for                  Table 4. Dynamic parameters identified for                 
Sylmar Interchange.                                                      San Bernardino Interchange.                                                

Mode April 11 / 1999 Jan 14 / 2001  Mode Yucaipa Chino Hills 
ω (Hz) ξ (%) ω (Hz) ξ (%)  ω (Hz) ξ (%) ω (Hz) ξ (%) 

1 - - 0.75 1.94  1 0.88 1.18 0.92 3.24 
2 1.04 1.85 1.01 1.14  2 0.90 7.32 1.04 10.5 
3 1.31 0.43 1.29 1.68  3 1.03 1.49 - - 
4 1.69 1.15 1.71 0.8  4 1.23 0.39 1.33 7.17 
5 2.21 0.44 2.12 1.77  5 2.81 3.28 2.71 2.39 
6 - - 2.43 0.74  6 3.11 6.73 3.01 4.62 
7 3.19 2.83 2.98 1.49  7 4.64 3.53 4.66 0.92 
8 3.69 0.65 3.65 0.29  8 - - 4.97 2.25 
9 4.53 0.64 4.43 0.72  9 - - 5.20 4.26 
10 4.87 1.09 4.90 0.46  10 6.68 1.76 6.47 1.33 
11 6.60 0.39 6.53 0.76  11 - - 7.22 1.26 
12 8.09 0.22 7.99 0.39  12 8.93 0.58 9.17 0.83 
13 10.8 0.55 10.45 9.09       

 

The Meloland Road Overpass (MRO) is a reinforced concrete box girder bridge. It 
consists of two 104 feet spans, constructed monolithically with the abutments and a central 
circular pier of  5 feet of diameter and 21 feet of height. The pier and the abutments are 
supported on timber piles. The MRO was constructed in 1971; in 1979 the bridge was 
instrumented with 26 strong motion accelerometers along the superstructure, base of the pier, 
embankments and free field. In 1991 the instrumentation was upgraded to 32 sensors (Fig. 4). 
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Fig. 4. Elevation and plan views of MRO along with sensor locations 

For the system identification of this bridge using ERA/OKID, 14 input acceleration 
records and 8 output acceleration records were used. The sensors used for the inputs are located 
at the abutments and at the base of the pier in the three orthogonal directions, while the output 
sensors are located along the deck of the bridge in the transverse and vertical directions, as 
shown in Fig. 4. The identification was performed for five ground motions listed in Table 5; all 
of them were of small magnitude so that a linear behavior was expected.  

Table5. Earthquakes used in system identification of MRO 

Earthquake Horizontal Apk (g) Distance (Km) 
Ground Structure Epicenter 

Cerro Prieto Feb 8 2008 0.020 0.058 41.9 
Cerro Prieto Event 1 Feb 11 2008 0.012 0.035 45 
Cerro Prieto Event 2 Feb 11 2008 0.014 0.042 37 

Calexico Nov 20 2008 0.017 0.027 50.4 
Calexico Dec 27 2008 0.006 0.02 24.5 

 

The identified frequencies and damping ratios are presented in Table 6: for the first three 
ground motions, six frequencies were identified while, for the remaining two, it was possible to 
identify only five. The values of the identified frequencies and damping ratios are quite 
consistent among the five sets: of particular interest is the damping ratio relative to the second 
frequency that shows consistently high values ranging from 17.40% to 22.79%. 

Looking at the time histories of the structural acceleration, extremely good agreement 
was found between the response predicted by the identified models and the actual recorded 
response, as can be inferred from the RMS errors for all the channels and ground motions (Table 
7). Fig. 5 shows the actual and predicted responses of the bridge at channels 5 and 18 for Cerro 
Prieto Feb 8 2008.  
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Table 6. Dynamic parameters identified for MRO 

Mode 
Cerro Prieto 
Feb 8 2008 

Cerro Prieto 
Event 1 

Feb 11 2008 

Cerro Prieto 
Event 2 

Feb 11 2008 

Calexico 
Nov 20 2008 

Calexico 
Dec 27 2008 

ω (Hz) ξ (%) ω (Hz) ξ (%) ω (Hz) ξ (%) ω (Hz) ξ (%) ω (Hz) ξ (%) 
1 3.37 1.12 3.42 1.41 3.43 1.32 3.38 1.49 3.38 1.67 
2 4.45 21.4 4.31 21.27 4.47 18.70 3.98 22.79 3.97 17.40 
3 4.86 3.6 4.92 2.31 4.90 2.43 4.82 2.79 4.81 3.45 
4 7.14 7.4 7.32 5.67 7.29 6.33 7.21 5.18 7.23 6.93 
5 10.20 5.8 10.23 4.6 10.15 5.65 9.68 5.49 9.78 6.76 
6 14.69 6.15 14.69 9.04 14.79 5.59 - - - - 
 
Table 7. RMS errors of measured data and predicted data by identified models of MRO 

Sensor 
number 

RMS error 

Cerro Prieto 
Feb 8 2008 

Cerro Prieto 
Event 1 

Feb 11 2008 

Cerro Prieto 
Event 2 

Feb 11 2008 

Calexico 
Nov 20 2008 

Calexico 
Dec 27 2008 

5 0.0328 0.0505 0.0565 0.0793 0.0583 
7 0.0258 0.0378 0.0446 0.0628 0.0480 
9 0.0330 0.0515 0.0559 0.0849 0.0586 
16 0.0804 0.0990 0.0954 0.0939 0.1311 
17 0.0718 0.0734 0.0936 0.1137 0.0920 
18 0.0832 0.1081 0.1158 0.1044 0.1210 
20 0.0806 0.0991 0.0940 0.0861 0.1274 
21 0.0736 0.0809 0.1107 0.1267 0.0937 

 

 
Fig. 5.Recorded and predicted acceleration data for channels 5 and 18 during Cerro Prieto 

Feb 8 2008 earthquake. 

Each identified linear model should be able to reasonably predict the structural response 
for the other ground motions studied here, since they are of a small intensity and no large 
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damaging event occurred between these smaller events.  The model identified for the 
input/output data from Calexico Dec 27 2008 was used to predict the structural response 
obtained with the input data from Cerro Prieto Feb 8 2008. Good agreement was found between 
the predicted and simulated data; plots for channels five and eight are shown in Fig. 6. The errors 
found are within acceptable limits.  

 
Fig. 6.Recorded and predicted acceleration data for channels 5 and 18 using data from 

Cerro Prieto Feb 8 2008 earthquake and linear model predicted with Calexico dec 27 2008. 

Model updating 

An initial finite element model of MRO was developed using SAP2000. The box girder 
and abutments were modeled with 3776 shells elements and the central pier and bent cap with 24 
frame elements. The concrete was assumed to have a unit weight of 0.145 kip/ft3, a Poisson’s 
ratio of 0.2 and a compressive strength of 3250 psi. As input, the displacement time histories 
from Cerro Prieto Feb 8, 2008, obtained also from the CSMIP website, were applied at the 
abutments and bottom of central pier.  

To be able to accurately identify a reliable model of this bridge structure, the genetic 
algorithm was used to update the initial SAP2000 model. The objective was to match the 
frequencies found with ERA/OKID, as well as the measured acceleration time histories along the 
deck of the bridge with the frequencies and time histories from the FEM model. The fitness 
function was defined as the sum of the normalized errors of each identified (from ERA/OKID) 
and simulated (from SAP) frequency plus the sum of the normalized errors between the recorded 
acceleration time histories and those simulated by SAP.    

At each generation of the GA, linear FEM analyses were performed in order to evaluate 
the fitness function for the new sets of parameters (one per each chromosome). Because of the 
small magnitude of the earthquake used, a linear analysis was considered appropriate for the 
model updating, keeping the computational costs low. 

The parameters of the model selected to be updated were the elastic modulus of the 
concrete and the damping ratio parameters. The damping model used here was the Rayleigh 
damping, which assumes that the damping matrix is proportional to the mass and to the stiffness 
matrices through two coefficients. The choice of these 3 parameters to be updated was dictated 
by the fact that there are a lot of uncertainties about their magnitude and that they strongly 
influence the overall dynamic behavior. A range of possible values was selected for each 
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parameter. The elastic modulus of the concrete could vary between 460000 ksf and 560000 ksf, 
the mass coefficient between 0 and 2, and the stiffness coefficient between 0 and 0.01. 

 

 
Fig. 7.Fitness function evolution and parameter evolution using genetic algorithm 

Evolution of the fitness function and of the three parameters is presented in Fig.7. It was 
found that the optimized model will have an elastic modulus of 514,645.67 kip/ft2 and the mass 
and stiffness coefficients will be 0.9134 and 0.0022 respectively. 

 In the Seismic Design Criteria [22] Caltrans suggests the elastic modulus can be 
approximated by 

௖ܧ ൌ 57000ඥ1.3 כ ௖݂
′       (in psi)                                  (14) 

which, for an assumed ௖݂
′ ൌ 3250 psi, corresponds to a magnitude 533,520 ksf. This value is 

relatively close to the optimal value found in the updating process, e.g. a difference of only 3.5% 
between them. 

To test the accuracy of the updated FEM in reproducing the dynamic behavior of the real 
bridge, Fig. 8 compares the measured response from the Cerro Prieto Feb 8 2008 earthquake and 
the simulated one obtained by the updated FEM. Plots for channels 5 and 17 comparing 
acceleration time history, power spectral density of the acceleration and displacement time 
history are displayed. From plots, we can see that a good level of agreement was reached with 
the updating process.  
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a)  

b)   

c)  
Fig. 8.Comparison of measured response and simulated response by updated SAP model 

for channels 5 and 7. a) acceleration time history, b)Power spectral density of acceleration, 
c)displacement time history 

Table 8.Frequencies found with OKID and frequencies from FEM after calibration of the model 

Mode Mode description 
Frequencies (Hz) 

Identified with 
OKID 

Calculated with 
FEM 

1 Vertical anti-symmetric mode.  3.37 – 3.43 3.59 
2 Transverse mode. 3.98 – 4.47 4.48 
3 Vertical symmetric mode. 4.82 – 4.92 5.2 
4 First torsional mode. 7.08 – 7.32 7.28 

6 Second torsional mode of the whole length of 
the bridge.  9.68 – 10.2 10.4 

10 Third torsional mode of the whole length of the 
bridge.  14.69 – 14.79 14.2 
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Table 9. RMS errors of measured data and data simulated by the FEM 
Sensor number Acceleration RMS error Displacement RMS error 

5 0.1576 0.0725 
7 0.1416 0.0657 
9 0.1633 0.0627 
17 0.2252 0.1581 
21 0.2345 0.1432 
16 0.5218 0.3836 
18 0.5584 0.4375 
20 0.6462 0.4815 

 
Table 8 shows the frequencies identified with OKID and the ones calculated with the 

updated FEM and Table 9 presents the RMS error between the measured data and the simulated 
ones by SAP for displacement and acceleration. From Table 8, it appears that the frequencies of 
the updated FEM model are within the range of values identified by ERA/OKID, with the 
exception of the one for mode 3 (slightly higher in FEM model) and the one of mode 10 (slightly 
lower). In looking at the RMS errors, (Table 9) it can be seen that the updating process was able 
to simulate the behavior of the first five channels, but it was not able to simulate channels 16, 18 
and 20. This larger error on these few channels might be caused by the use of Rayleigh damping 
in the SAP model. If we compare Rayleigh damping with the values of damping identified by 
ERA/OKID (Fig. 9.), which is able to accurately predict those channels, we noticed that 
Rayleigh damping cannot model the damping of the structure for all the modes.  

 
Fig. 9.Comparison damping ratios found using Rayleigh damping and identified by ERA/OKID 

Since the acceleration time histories from channels 16, 18 and 20 were not simulated 
correctly, their data will not be used for the damage assessment. 

Nonlinear analysis of the bridge using the updated finite element model 

 In order to perform a nonlinear analysis, fiber hinges were defined in the model at 
locations of potential damage as the column-deck and column-foundation connections as well as 
in the bent cap on each side of the column (Fig. 10). To define the fiber hinges the section of the 
columns and bent cap had to be divided into a discrete number of fibers. To select the number of 
fibers for the section, there has to be a balance between accuracy and computational cost: in this 
study, the column section and bent cap section were divided into four hundred fibers. Cross-
sections and fiber distribution of the column and bent cap are shown in Fig. 11.   
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Fig. 10.FEM and fiber hinge locations 

 
 

 
Fig. 11.Section of column and bent cap, and distribution of fibers 

The fiber hinge defines its hysteretic behavior through the non-linear material models of 
the individual fibers [23], [24]; each fiber has a location, a tributary area and a stress-strain 
curve. For the concrete fibers, the Takeda model [25] was chosen; this model is suitable for 
concrete and other brittle materials. For the steel fibers, the multi-linear kinematic plastic model 
[26] was used; such a model is based on the kinematic hardening behavior, commonly observed 
in metals. Schematic plots of the models are shown in Fig. 12.  

 
Fig. 12. Hysteretic models. a)Multi-linear kinematic, b)Takeda. 

 Having decided on the hysteretic behavior of the elements in the FEM, the ground motion 
time histories from one of the recorded earthquakes available from CSMIP was amplified by 
different factors and used as input on the FEM model so to induce various levels of nonlinearity 
on the bridge. These sets of data could simulate ground motions from a damaging earthquake. In 
Fig. 13 Moment-Rotation diagrams of the hinges at top and bottom of the column are presented 
for three amplification factors. In case a) the data from Cerro Prieto Feb 8 earthquake has not 
been amplified, and it is clear that the bridge behaves linearly. In the other two cases shown in 
Fig. 13, the displacement time histories from Cerro Prieto have been amplified by factors of fifty 
and one hundred. This amplified displacement time histories correspond to peak ground 
acceleration of 1.0 g and 2.0 g. For an amplification of fifty, the hinge at the bottom of the 
column presents nonlinear behavior, while the hinge at the top of the column is only starting to 
go into the inelastic range.  For an amplification of one hundred, both the hinges at top and 
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bottom of the column clearly show a nonlinear behavior and will both be areas of potential 
damage. The hinges at the bent cap behave linearly for the first two cases, and start developing 
some non-linearity in the case where the data is amplified by one hundred. 

 

 
Fig. 13.Moment-Rotation diagrams of hinges at top and bottom of the column  for Cerro Prieto 

Feb 8 Earthquake. a) Without amplification, b) Amplified by 50, c) Amplified by 100. 
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Table 10. RMS errors of data predicted by ERA/OKID (linear model identified with real data) 
and data simulated by the FEM 

Channel Acceleration RMS error 
Original Amplified by 50 Amplified by 100 

5 0.1467 0.3139 0.4198 
7 0.1343 0.3514 0.4763 
9 0.1510 0.3175 0.4217 
17 0.2284 0.3944 0.4600 
21 0.2363 0.4042 0.4700 

 

The linear model previously identified with ERA/OKID from the measured accelerations 
was used to predict the structural response for the different magnitudes of the earthquake. RMS 
errors of the predicted structural response and the simulated by the FEM are presented in Table 
10. It can be seen that the errors increase as the nonlinearity in the structure or level of damage 
increases. 

To show the bases of the damage detection technique used here and assure that the 
difference in the errors are due to damage in the bridge, a new linear model was determined with 
ERA/OKID using the data simulated with the FEM model for the case of no amplification of the 
ground motion. This model was then used to predict the bridge response for the different 
magnitudes of the earthquake. In Table 11, RMS errors of the data predicted with the linear 
model obtained with ERA/OKID and the data simulated by the FEM are tabulated. The table 
shows that, for the original earthquake, the RMS error is quite similar to the one obtained by 
looking at the real recorded data, an indication that ERA/OKID performs equally well with 
simulated as well as recorded data.  In addition, it shows that the updated FEM model of the 
bridge provides an accurate representation of the linear behavior of the bridge. The same 
behavior observed using the linear model identified with ERA/OKID from the measured 
accelerations occurs here. The errors between the predicted response from the linear model 
identified with simulated data and the response from the nonlinear model increase as the 
nonlinearity in the bridge increase. 

Table 11. RMS errors of data predicted by ERA/OKID (linear model identified with data 
simulated by FEM) and data simulated by the FEM 

Channel Acceleration RMS error 
Original Amplified by 50 Amplified by 100 

5 0.0429 0.2267 0.3474 
7 0.0121 0.2755 0.4136 
9 0.0409 0.2255 0.3449 
17 0.0982 0.2808 0.3391 
21 0.1035 0.2945 0.3593 

 

Looking at the time histories of the bridge’s deck acceleration, the predicted response is 
almost identical to the actual response as long as the response remains linear as shown in Fig. 
14a, but, as soon as the input is amplified and the response changes from linear to nonlinear, the 
linear model is no longer capable of predicting the structural response as shown in Fig.14b. 
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a)  

b)  
Fig. 14.Comparison of predicted response and simulated response by updated SAP model for 

channels 5 and 7. a) Acceleration time history, b) Power spectral density of acceleration 

Conclusions 

This paper presents a vibration-based damage detection technique. The difference 
between the actual measurement of the structural response and the predicted one by a linear state 
space model is used to detect damage. The basis of this technique is that a linear model 
developed using the ERA/OKID system identification technique will correctly predict a linear 
structural response but, if inelastic behavior (e.g. induced by damage) has occurred, the predicted 
response will deviate from the actual response.   

Initially the ERA/OKID algorithm was applied using time histories of ground shaking 
and structural response of previous earthquakes. This algorithm, in addition to the high-fidelity 
linear first-order model later used to detect the presence on damage, provided dynamic 
characteristics of the structure (e.g. natural frequencies and damping ratios) that were used to 
update a FEM model of the bridge.  

Although most modal updating processes only try to match modal parameters as 
frequencies and modal assurance criteria, here a more challenging updating process was 
performed trying to match the measured acceleration time histories at sensor locations, in 
addition to matching the frequencies of the structure. The numerical results from the updated 
model showed good agreement with the measured structural response as well as with the modal 
parameters identified.  The model updating process used here shows potential for such a 
procedure to provide validated structural models of important structures.  
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 The finite element model, updated following a GA, was used to simulate structural 
response for different levels of input excitation.  Consequently, this resulted in increasing levels 
of structural damage. It was observed that the identified linear model could accurately predict the 
data if nonlinear behavior is not present, but, as the inelastic behavior grows, the error between 
the predicted and simulated data also grows.  

The procedure used here to identify damage, can be implemented to give an almost 
immediate damage assessment after a seismic event. If a high- fidelity linear state-space model 
has been previously identified, when a new ground motion occurs, the data could be processed in 
near-real time and an estimate of the state of the bridge can be given. This is a rapid tool that can 
put up a green or red flag in a matter of few minutes after an earthquake. 
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Abstract 
 

Seismic hazard for tall buildings in California is often dominated by large magnitude 
earthquakes for which few recorded accelerograms are available for response history analysis. In 
several recent manuscripts, we compare motions for an Mw 7.8 event on the southern San 
Andreas fault (known as the ShakeOut event), two ShakeOut permutations with different 
hypocenter locations, and a Mw 7.15 Puente Hills blind thrust event beneath downtown Los 
Angeles, to median and dispersion predictions from the empirical NGA ground motion 
prediction equations. The dispersion is represented by an intra-event standard deviation term, 
which is lower than NGA values at low periods and abruptly increases at 1.0 sec due to different 
simulation procedures at low and high periods. The simulated motions attenuate faster with 
distance than is predicted by the NGA models for periods under approximately 5.0 sec. This 
suggests ground motions away from the fault rupture are under-predicted by the simulation. 
After removing distance attenuation bias, we have found average residuals of the simulated 
events (i.e., event terms) are generally within the scatter of empirical event terms, indicating that 
the ShakeOut event is not unusually energetic for its magnitude. The simulated motions have a 
depth-dependent basin response similar to the NGA models, but also show complex effects in 
which stronger basin response occurs when the fault rupture transmits energy into a basin at low 
angle. The motions also indicate rupture directivity effects that scale with the isochrone 
parameter.   

 
 

Introduction 
 

This article is a brief overview of materials that have been submitted for publication 
elsewhere (Star et al., 2010a, 2010b).  

 
Simulated ground motions have the potential to provide a valuable supplement to 

empirical methods, especially for large magnitudes and close site-source distances (e.g., Mw > 
7.5 and distance < 20 km) for which recordings are sparse, especially for strike-slip earthquakes. 
In southern California, the design of duration-sensitive or long-period structures is often 
controlled by magnitude ∼7.8-8.2 earthquakes on the southern San Andreas fault. There are very 
few recorded accelerograms that can be used for response history analysis for such conditions.  

 
Simulation procedures that capture complex source features, path effects, and site effects 

can help fill this need. However, such techniques have not found significant practical 
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applications to date in the western United States because of a general sense among engineers that 
the simulated motions have not been adequately validated. This, then, raises the issue of how 
simulated motions should be validated.  

 
Star et al. (2010a) present a procedure that checks key attributes of simulated motions 

relative to empirical observation, as represented by appropriate GMPEs. The procedure is 
appropriate for use with simulated motions that are both broad-band (i.e., span the range of 
periods of engineering interest) and are based on a simulation procedure that considers essential 
earthquake physics (i.e., source, path, and site processes). The Shakeout project (Jones et al., 
2008) provides a convenient test case, as the motions for the Mw 7.8 earthquake on the southern 
San Andreas fault have the above attributes Using motions from the ShakeOut event and other 
events, Star et al. (2010a) evaluate specific attributes critical to ground motion hazard analysis, 
including site-to-site variability, distance attenuation, source energy, basin response, and 
directivity effects. Star et al. (2010b) discuss the basin response and directivity effects in more 
detail.  

 
Overview of Major Findings 

 Star et al. (2010a) investigate the degree to which the ground motions produced by 
simulations of major earthquakes on the San Andreas and Puente Hills faults are consistent with 
respect to specific attributes of NGA ground motion prediction equations (GMPEs), including 
source scaling, distance attenuation, and dispersion. They compare the intensity measures (peak 
acceleration, peak velocity, and spectral acceleration) with those predicted using the NGA 
GMPEs.  

Analyses of intra-event residuals shows faster distance-attenuation of the simulated data 
relative to the GMPEs. This was interpreted as a shortcoming of the existing simulation routine 
that will be addressed in future research. They modify the GMPE distance parameters in order to 
match the distance attenuation of the synthetic models so that distance-bias is not mapped into 
the analysis of other effects. Using the modified GMPEs, they then perform a general 
comparison of the overall synthetic ground motions to the average ground motions predicted 
using the GMPEs for events of the same magnitude. This is accomplished through the analysis of 
event terms (inter-event residuals), which represent the average offset of the data (in this case, 
from the simulations) from a median model prediction (from the modified GMPE). They find 
that the event terms, while non-zero, are generally within a reasonable range relative to actual 
event terms from past earthquakes.  

Star et al. (2010a) then examine the intra-event standard deviation to investigate the 
amount of scatter between different recordings of the same earthquake. They find that for short 
periods, the intra-event standard deviation values calculated from the simulated data are low 
compared to those given by empirical models. This indicates that the simulated models 
underpredict dispersion relative to GMPEs. There is a significant jump in the intra-event 
standard deviation values at about T=1.0s that results from different simulation procedures at 
short and long periods. They interpret both the low dispersion at short periods and the jump as 
additional shortcomings in the simulation procedure that will be addressed in subsequent work.   
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Star et al. (2010a, 2010b) performed additional analysis of residuals from the modified 
GMPEs provided insights into basin and directivity effects. They generally observe ground 
motion increases with depth within basins, but also find complex interactions between basins and 
fault rupture. Among the most significant of those interactions are relatively strong motions 
within basins that open to the fault at low angle (i.e., when waves traveling along the fault strike 
can enter a basin with a small to modest “turn,” the basin response is strong). For rock sites, 
directivity effects at close distance (Rrup < 40 km) scale with the isochrone parameter in a 
manner similar to the Spudich and Chiou (2008) model. However, the coupling of basin and 
directivity effects described above often leads to average residuals within basins that are more 
strongly positive or negative than would be predicted by existing empirical models. It is not clear 
whether these differences reflect shortcomings in the empirical models or peculiarities in the 
simulated motions.  
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Abstract 
 
 The Center for Engineering Strong-Motion Data (CESMD) has been established by the 
U.S. Geological Survey (USGS) and the California Geological Survey (CGS) to provide a single 
access point for earthquake strong-motion records and station metadata from the CGS California 
Strong-Motion Instrumentation Program, the USGS National Engineering Strong-Motion 
Program, and the US Advanced National Seismic System (ANSS). This paper briefly 
summarizes the CESMD functions, describes the new developed features at the Center and gives 
an update on the data recently added to the CESMD database. Users can now download multiple 
records from different earthquakes and stations in zip file(s) that are separated by earthquake 
name and date and recording station. Registered users are notified of new significant earthquakes 
with strong-motion data. Highlights are added to the Internet Data Reports of significant 
earthquakes that summarize earthquakes details and give an overview of available strong-motion 
data.  The CESMD Internet Data Reports for major earthquakes provide access to the references, 
such as papers and reports that were published on the earthquakes. For each earthquake, a 
summary of records parameters including station location, peak ground acceleration, velocity, 
displacement, and peak response spectral values are downloadable as a table that can be 
imported to a spreadsheet. All the functions and features of the Center are organized in a page 
named “About CESMD”.   Also, in this paper major earthquakes with strong ground motion data 
in CESMD that occurred since the SMIP 2007 seminar, in September 2007 are summarized.  
 
 

Introduction 
 

The Center for Engineering Strong Motion Data (CESMD) was established to provide 
timely, well-documented, and easily accessible data from domestic and international earthquakes 
of engineering interest.  The CESMD was established by the USGS Earthquake Hazards 
Program and its National Engineering Strong-Motion Program (NESMP) and Advanced 
National Seismic System (ANSS), and the CGS Strong Motion Instrumentation Program 
(CSMIP).  The Center is responsible for receiving US data from field stations, uniformly 
processing the data, rapidly releasing it through the Web, and archiving the data.  In addition to 
strong-motion records, the Center provides information about site characteristics of stations (e.g., 
Vs30 and near-surface geology), and station characteristics such as structure type, height, and 
seismic design for instrumented structures, and a photograph showing the station surroundings. 
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The Center is engaged with the Consortium of Strong Motion Observation System 
(COSMOS) in the process of transitioning the COSMOS Virtual Data Center (VDC) to integrate 
it with the CESMD for improved efficiency of operations and to provide all users with a more 
convenient one-stop portal to both US and international strong motion data.  The Center is 
working with COSMOS and international and US data providers to improve the completeness of 
site and station information, which are needed to most effectively use the recorded data.   
 
 

CESMD Operation 
 

The Center is managed by a Center Management Group (CMG), which consists of 
representatives from the CGS and USGS to coordinate policies and to oversee operation, 
coordination, and standardization of the CESMD.  The Center Advisory Committee consists of 
researchers and practitioners from the engineering, science, and emergency response fields, and 
provides advice to the CMG on directions, goals and services.  
 
CESMD Threshold for Data Inclusion 
 

The threshold for including earthquakes in the Center’s database depends on earthquake 
magnitude, peak ground acceleration and the seismic region (Figure 1). An earthquake in the US 
with magnitude 4.5 and larger that has a record with peak ground acceleration exceeding 5%g is 
included in the data center. However, the threshold for including earthquake is lowered to 
magnitude 4.0 in Center and East US. International earthquakes with magnitude 5.5 and larger 
that have records with peak ground accelerations of minimum 10%g are included in the CESMD.  
 
CESMD Web Site 
 

The CESMD provides strong-motion data, metadata about stations and sites, and other 
services such as a search engine and interactive maps of events and stations through its web site. 
 The web site is also the means of communicating between the Center and users in order to get 
feedback, answer questions regarding the data, and inform users about the updates at the Center. 
 The web site, hosted by CGS and USGS at http://www.strongmotioncenter.org, consists of three 
major sections: Internet Quick Reports (IQR), Archive, and Search Engine.  The front page of 
the Center’s web site is shown in Figure 2.  In addition to serving as a data source, the Center 
notifies users when new data from earthquakes with magnitude 5.0 and larger are available, and 
when pages are significantly updated. 

 
The CESMD’s web site is a dynamic web site in which all the web pages are generated 

on-the-fly upon a user's request.  Data are retrieved from a database in real time when a user 
opens a web page.  The dynamic nature of the database-driven system ensures that tables and 
maps will always contain the most updated information.   
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The Internet Quick Reports 
  

The CESMD provides the most current strong-motion data of engineering interest 
through the Internet Quick Reports (IQR) that are generated shortly after earthquakes.  The first 
version of the IQR is often released within 30 minutes after the event.  More complete IQR 
pages are posted as data are recovered and received by the Center.  The Center plans to automate 
preliminary data processing and dissemination in the near future, which will make the 
information available more rapidly.  An example of an IQR event summary page is shown in 
Figure 3.  The user can access the Internet Quick Report for individual events by clicking on the 
event name on an event summary page of the IQR web page.   
                   
Archive 
 

The Archive pages are sorted by event date (most recent on top).  The layout of the 
Archive pages is the same as that of the IQR pages, so a user familiar with the IQR will find it 
easy to use the Archive pages.  Concurrent with the accumulation of data from new and recent 
events, the CESMD also is loading additional significant strong-motion records for historic 
earthquakes to the Archive. 
  
Searching for Data 
 
 Strong motion records of the Center are searchable using the “Search for Data” button on 
the Center’s front page.  Clicking on this button will display a search page that currently includes 
two search options, one for the CESMD and one for the COSMOS Virtual Data Center (VDC).  
Currently these two options are needed because the extent and scope of data holdings as well as 
the search options of these two data centers are incongruent (presently the VDC provides access 
to worldwide data).  Future plans include incorporation of the VDC into the CESMD so that 
users will be able to access both U.S. and significant international data through the CESMD web 
site. 
 
 The current search page of the CESMD for U.S. structural and ground response data is 
shown in Figure 4.  The records in the CESMD archive are searchable in several ways, 
depending upon a user’s interests.  In general, the search parameters can be a combination of 
earthquake, station, and record parameters.  The searchable earthquake parameters are currently 
earthquake name, magnitude and date.  The station parameters are station city, station name, 
number, and type.  The station types include ground stations, buildings, bridges, dams, 
geotechnical arrays, and others.  For building stations, additional search parameters include 
material of construction (such as steel, concrete, masonry and wood), whether or not there is 
base-isolation, and the height (low, mid, and high rise).  The search table can be sorted in the 
same way as an IQR or Archive table.  The records found are directly viewable and 
downloadable from the search result table as shown in Figure 5. 
 
 The Center provides ambient vibration data recorded at some of the requested CGS 
stations through the search engine.  The ambient data are loaded at the ftp site, linkable through a 
button at the bottom of the CESMD link on the Search for Data page. 
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Interactive Map for Earthquake 
 

The CESMD includes interactive Google Maps that allow users to view maps of strong 
motion stations and events. This feature makes use of the Google Maps web service.  An 
example of the map interface for an IQR page is shown in Figure 6.  The map shows the 
earthquake epicenter and the stations that recorded the Inglewood earthquake of May 17, 2009.  
The station symbols (circles for ground sites, squares for structures) are colored according to 
maximum horizontal acceleration (PGA), so a user can see at a glance where the highest ground 
motions were recorded.  The corresponding legend of PGA values appears in the upper right 
corner of the map.  For consistency and ease of use, the colors used in the symbols correspond to 
the coloring used on ShakeMap for that acceleration.  Many standard features of Google Maps 
are also present.  For example, the inset at the lower right corner of the map provides regional 
context, a distance scale is displayed at the lower left corner of the map, standard navigation 
tools (zoom, translation) appear in the upper left of the map, and the base map view (Map, 
Satellite, Terrain) can be selected at the upper right.  These features allow the user to 
interactively drag or pan the map around using either the left mouse button (click and drag), or 
the arrows at the upper left corner of the map.  The button in the middle of those arrows (with 
four arrows pointing inward) will bring the user back to the previous map coverage.  The map 
can also be panned by clicking and dragging the blue rectangle inside the regional overview 
map. 

 
When the mouse hovers over a station on the map, a photo of the station appears beside 

the map at the lower right, along with some information about the station.  The user can also 
click on the station to open a pop-up window containing basic information about the station and 
links to view the time histories and download the strong-motion data.  Clicking on the epicenter 
opens a pop-up window providing the basic information on the earthquake.  
 

A feature has been added in the Interactive Map that allows users to download a file with 
station information in KML format so that it can be viewed in three dimensions in the Google 
Earth viewer. 
 

New Developments 
 
 The CESMD is working to implement modifications and enhancements to existing search 
options and display features in response to suggestions from the Center Advisory Committee, 
and also working to implement automatic data collection and preliminary processing and 
dissemination.  The goal is to provide at least preliminary versions of US strong-motion data 
through the Center within a few minutes after a significant event and fully verified data soon 
afterwards.  The records from all ANSS strong-motion networks will be uniformly processed and 
provided.  The new developments at the Center from the time of the September 2007 annual 
SMIP seminar to now are described briefly in the following.  
 
About CESMD 
 
 For users who visit the CESMD web site for the first time, it may be useful to start with 
the page linked through the front page named “About CESMD” (Figure 7). This page provides a 
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summary of the CESMD history and background, the Center’s functions and features, 
information such as data formats, contact information, questions about the Center, etc. Also, this 
page may be useful for the returning users as a reference and one stop page that provides links to 
all CESMD pages and information about the Center.   
 
Users Notification 
 
 The Center notifies registered users when new earthquakes with magnitude 5.0 and larger 
are posted and when an existing page is significantly updated. Users can register at the CESMD 
by going to “About CESMD” link through the front page. 
 
Stations and Earthquakes Maps 
 

The Interactive Station Maps provide maps of all network stations. In the time being, the 
station maps are available for the Northern California and Southern California areas.  The maps 
also include stations that are planned or underway. Each station on the map is color coded to 
represent its seismic network.  Also, users can access all data from different events recorded at 
any station by clicking on the station button on the map. Figure 8 shows the station map for the 
Southern California area. 

 
The Interactive Earthquake Event Map (Figure 9) is another new tool using Google Map 

that shows all the earthquakes with strong-motion records available in the CESMD.  The events 
are color coded to easily distinguish the significant events that have important strong-motion 
records from smaller events.  By clicking on an event a pop-up window will provide a link to the 
list of all stations that have strong-motion records for that event.  Thus all the data recorded and 
loaded in the CESMD for a station is easily downloadable and viewable through the Interactive 
Event Map.  
 
Multiple Records Download 
 
 Users are able to select multiple files of processed or raw data to download through 
Internet Quick Report, Internet Data Report, and Search for Data pages. Figure 10 shows an 
example of a download page. The page summarizes availability of data for download. Data are 
downloaded in zip files, as shown in Figure 11, with standard identifiers including earthquake 
name and date, network code and station number/code. 
 
Earthquake Highlight 
 
 For earthquakes with significant strong ground motion records in the Center, the 
earthquake and available records are summarized in an Earthquake Highlight. Figure 12 shows 
the Highlight for the 17 May, 2009 Inglewood earthquake. For the recent earthquakes, 
Highlights include a figure that shows variation of peak ground acceleration versus distance that 
would provide an overview about the records and also attenuation of ground motion with 
distance.  
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Data References and Reports 
 
 For the major earthquakes in CESMD, there are reports and papers available about strong 
motion data and processing that are helpful for users to understand recorded data and facilitate 
data application. In the CESMD Data Reports, the reports and references are available through a 
link on the upper left side of the major earthquakes pages named “Reports”. Users are 
recommended to review the reports, when available, before using data in their research or 
project. Figure 13 shows the reference page for Northridge earthquake of January 17, 1994. It is 
worth noting that the purpose for the Report page is not to list and give reference to all research 
papers available about an earthquake, but to highlight points about strong-motion data and 
processing of data. 
 
Summary of Records in Table 
 
 In each earthquake page of the CESMD, there is a link, on the upper left, named 
“Download Text Table”. This link provides a text table of all stations records with information 
about station latitude and longitude, maximum recorded ground acceleration, velocity, 
displacement, and maximum response spectral acceleration at periods 0.3, 1.0 and 3.0 seconds. 
For structures, the peak ground acceleration at structure is also given in the table. This table is 
useful for users who need to import the information to a spreadsheet. 
 

Update on Available Data 
 

As of November 2009, 4855 station records from 174 earthquakes in the US and other 
countries with magnitudes 4.0 and larger have been loaded into the CESMD database. Figure 14 
shows number of earthquakes and station records in different magnitude ranges. Each station 
record consists of 3 components for ground response stations and more, up to over 100 
components for some structural stations.  
 
 Earthquakes loaded to the CESMD database from the time of SMIP07 seminar, in 
September 2007 to now are summarized in Table 1. As shown in the table, 61 earthquakes with 
magnitude 4.0 and larger that were recorded at 1740 stations in the ANSS seismic regions were 
processed and loaded to the CESMD in this time interval. Among the US earthquakes, M5.4 
Alum Rock earthquake of 30 October 2007 has records at 224 stations and M5.4 Chino Hills 
earthquake that occurred on 29 July 2008 was recorded widely in southern California at over 420 
stations. 

 
During the time period of SMIP07 to SMIP09, 5 international earthquakes with 

magnitude 5.8 to 8.4 were added to the CESMD. The largest one was M8.4 Sumatra earthquake 
that occurred on 12 September 2007 with 2 aftershocks with magnitudes 7.9 and 7.0. The 
earthquake and aftershocks were recorded at Caltech Tectonics Observatory (CTO) station PSKI. 
The records were processed by the USGS National Strong Motion Project (NSMP) staff and are 
available at the CESMD. Figure 15 shows acceleration, velocity and displacement of the M7.9 
aftershock that occurred at distance 164 km from the epicenter on September 12, 2007 with 
maximum peak ground acceleration of about 13%g and peak ground displacement of about 16 
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cm. Due to long period contents of ground motion, periods up to 50 seconds were allowed to 
pass in the processing of this records’ data.  

 
An earthquake with magnitude 5.8 ML (6.3 Mw) occurred on April 6, 2009 in Central 

Italy about 5 km southwest of the city of L’Aquila (about 85 km northeast of Rome), causing 
extensive damage in the area. The earthquake strong motion was recorded by 55 modern stations 
of the Italian National Strong Motion Network (RAN) managed by the Department of Civil 
Protection (DPC). Teams of U.S. earthquake researchers, sponsored by EERI, PEER, and GEER 
and others visited the area to document scientific and engineering effects of the earthquake, and 
assisted CESMD in receiving the strong motion data and background information.  The largest 
acceleration, about 65%g, was recorded at about 5 km from the epicenter. The largest velocity, 
about 42 cm/sec, was obtained at this station. There are 4 strong motion stations within about 6 
km of the epicenter, and they all recorded over about 35%g. The peak ground velocity at these 
stations ranges from 32 to 42 cm/sec.  

 
An earthquake with magnitude 8.0 occurred on 29 September 2009 in Samoa Islands 

region. Peak ground acceleration of about 10%g was recorded at distance 179 km at station AFI 
by IRIS/USGS Global Seismograph Network. This record is also among the few records 
available from very large earthquakes.  

 
Summary 

  
• The Center for Engineering Strong Motion Data, CESMD, is a cooperative effort of the 

California Geological Survey and the US Geological Survey to establish a unified strong-
motion data center for engineering applications.  
 

• Nationwide records with threshold magnitude of 4.5 and peak ground acceleration of 
5%g are included in the CESMD. For the ANSS region of Center and East US only, the 
threshold magnitude is lowered to M4.0  

 
• Users are notified by the Center when new significant earthquakes are loaded to the 

Center.   
 

• New station maps are available for the southern and northern California regions. Data is 
viewable and downloadable from the station maps. 

 
• The All Earthquakes Map includes all the earthquakes loaded into the Center’s database. 

Users can access to the Internet Report pages and station maps of earthquakes from the 
All Earthquakes Map. 
 

• Multiple records can be downloaded in zip files that are named by earthquake date, 
earthquake time and station name/code. This format allows users to search earthquakes 
and records and download and organize the files locally on the user’s computer.   
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• Earthquake Highlights provide information about significant earthquakes and plots of 
recorded acceleration versus distance. 
 

• A new button named “Report” links to the references and reports published about records 
and data processing of the major earthquakes records. 
 

• Since the SMIP 2007 annual seminar in September 2007, the CESMD has loaded records 
from over 1760 stations from earthquakes in the US and other countries. 
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Figure 1. The CESMD thresholds for earthquake magnitude and acceleration. 

 
 

 
Figure 2.  The CESMD web site front page at strongmotioncenter.org 
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Figure 3.  The Internet Data Report web page for the Inglewood earthquake of 17 May 2009. 
 
 

 
Figure 4.   CESMD search page shows a search request for steel high-rise buildings data. 
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Figure 5.   A part of the search result for steel high-rise building data. 
 
 

 
     

Figure 6.   Station map for Inglewood earthquake of May 17, 2009. 
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Figure 7. The “About CESMD” page summarizes the CESMD. 

 
 

 
Figure 8.   Station map of the Southern California area. 
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Figure 9.   Interactive map of All Earthquakes. 
 

 
 

Figure 10.   Multiple download of records. Stations are check marked to be downloaded. 
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Figure 11. Data downloaded in zip files. The files are named in a standard format of earthquake 
name_Earthquake date_Network+station number/code+data type (Processed or Raw). 
 
 
 

 
 

Figure 12.   Earthquake highlight page for 17 May 2009, Inglewood earthquake. 
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Figure 13.   References for Northridge earthquake available from the “Report” button on the 
Data Report Page of Northridge earthquake. 
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Figure 14: Total number of earthquakes and records in the CESMD database 
 

 
Figure 15.   Acceleration, velocity and displacement time histories of the record from M7.9 
aftershock of Sumatra earthquake of 12 September 2007 at Caltech Tectonics Observatory 
(CTO) station PSKI.  
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Seismic Region  No. of Events  Magnitude  No. Stations  

California  53  4.0 - 5.4  1655  

Pacific Northwest 1  4.5  14  

Inter-Mountain West 3  4.2 – 6.0  31  

Mid-America  1  5.2  7  

Alaska  1  5.5  15  

Hawaii  1  5.0  16  

Puerto Rico  1  5.9  2 

International  5  5.8 – 8.4  21 

 
Table 1. Update on the records added to the CESMD database since SMIP annual seminar in 
September 2007. 
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